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2.4. Luminance and the Perception of Light Intensity 55

Figure 2.4: A CRT gamut plotted in CIELAB space.

pearance model that predicts the relative and absolute apfrearance attributes based
on specifying the surround conditions (average, dim, ok)dahe luminance of the
adapting field, the tristimulus values of the reference /pibint, and the tristimulus
values of the sample.

2.4 Luminance and the Perception of Light Intensity

Luminance is a term that has taken on different meaningdferdnt contexts and there-
fore the concept of luminance, its definition, and its amgilan can lead to confusion.
Luminance is a photometric measure that has loosely beamiloed as the “apparent
intensity” of a stimulus but is actually defined as the effentess of lights of different
wavelengths in specific photometric matching tasks [SS3% term is also used to
label the achromatic channel of visual processing.

2.4.1 Luminance

The CIE definition of luminance [WS82] is a quantity that issmstant times the integral
of the product of radiance arid()), the photopic spectral luminous efficiency function.
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3.5. Color Bleeding 95

Figure 3.4: The”,. chrominance component of a coded picture fromThlele-Tennisequence.

Figure 3.5: Reproduction of a picture suffering from coltgdaling and “color ringing” from th&able-
Tennissequence, corresponding with thgandC,. chrominance components shown in Figs. 3.3 and 3.4.
Note the high frequency changes in color around the tabtiie ecorresponding to the ringing, and the
gradual bleeding around the arm.
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Figure 3.23: Macroblocks located centrally in the trunkiwé tree in this picture provide examples of
chrominance mismatch within tidowerssequence.

tionally, with the huge popularity of DVDs, source matetigdically isolated within one
geographic region (and TV standard, such as NTSC) is bestghiited worldwide and
are expected to be displayed on TVs which are not of the samstditard or aspect
ratio.

To allow for the correct rendition of various source formatsany given display,
there is a need to perform correct scaling and frame-rateecsion. Following is a
discussion of the various artifacts which are caused by thatbe tasks.

3.15.1 Video Scaling

The simplest method of scaling down is sample decimationsbch an approach in-
troduces aliasing and severely distorts details in thectior of scaling especially with
increasing scaling ratios. Similar artifacts are causesdmgple repetition when scaling
up. The crude nature of such approaches are sometimes iteteesby limitations in
processing capacity.

More sophisticated approaches utilize convolution im@etad using standard digi-
tal filter design techniques based on the scaling requiresnelowever, despite convolu-
tion providing an improved outcome compared to decimatep®tition, it is inevitable
that some degree of blurring will result for large up-soglfactors. For down-scaling,
the main issue is aliasing, with the level of aliasing gelyefunction of filter length
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Figure 4.1: Standard test sequencesusie

the test sequenc®usieas shown in Figure 4.1 can be encoded at low rates with little
apparent loss in quality.

There have been tests where the sequ&useshowed no visible quality impair-
ment from such a bit rate reduction while other standardeecgs, such as those shown
in Figure 4.2, were significantly impaired and unacceptébtae viewerWaterfalland
Mobile & Calendarare exceptionally good test sequences because they Higttig
loss in visual quality caused by reducing the video bit rafeee and Tempetestress
other quality aspects of compression and transmissiomigaés.

Itis very important that multiple types of video materialus®ed in any image quality
test involving motion video systems or equipment. Multigteurces should also be
considered since film, studio and graphic material would ke different behaviors.
In any given test, at least 8 to 16 different test materiagésyphould be used. Good test
sequences can be obtained from various standards bodieas@MPTE, IEEE and
others. There are also open sourced sequences availabléed/ideo Quality Experts
Group (VQEG) aiwww.vgeg.org
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Figure 4.2: Examples of other Standard Test SequencedVd@rfall (b) Treg (c) Tempetgand (d)
Mobile & Calendar

4.4 Selection of Participants — Subjects

Test subjects can be either experts or non-experts. Alestdbghould be screened for
acuity, color blindness and other visual defects. To predwtiable results, a large
number of participants should be used. It is generally aeckhat between 16 and 24
subjects will provide a statistically valid result. The ragrarticipants the more statis-
tically sound the results will be. Also ensuring that thejsats meet some minimum
requirement by performing proper screening ensures tleati#ita is valid and carries
more weight in the research and consumer community.

4.4.1 Experts

Experts in the video field have extensive experience in ewag, producing, distrib-
uting or designing systems that deal with video. These mebale a specialized way
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Figure 4.3: (a) Snellen Eye Chég}; (b) Ishihara Test plat€)

use a hidden reference; reference conditions are employgdige the reliability and
repeatability of any given test subject.

The data analysis associated with collecting and repoduigective data can be
found in journal articles or regular statistical textboaksl International Telecommuni-
cations Union Radiocommunications Broadcast Technol@§y(Bf'U-R Recommenda-
tion BT-500) [ITU98].

45.1 Test Chamber

The test environments in different facilities around theld@ary from extremely com-
plex to very simple. One of the most advanced video qualgyfeeilities is the Commu-
nications Research Centre (CRC)/Industry Canada in Oti@amaada. Figure 4.4 shows
a typical room layout at CRC for a dual monitor evaluationisThcility meets and ex-
ceeds the standards defined in the ITU-R Recommendation BT7 5@ther facilities
such as those at NTIA/ITS (National Telecommunications kafidrmation Adminis-
tration/Institute of Telecommunications Sciences) artel l§orporation use soundproof
chambers that are designed to meet industry standards;dmrmanodate much smaller
displays than that at the CRC.

Three major factors that must be considered are lightindhiemh noise and the
quality and calibration of the display. The most importarfobrmation is contained in
Recommendation BT-500, which one should read and understafore conducting
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Figure 5.1: The same amount of noise has been added to thesenages, such that their PSNR is
identical. High-frequency noise was inserted into thedrattegion of the left image, whereas band-pass
filtered noise was inserted into the top region of the righagew The noise is hardly visible in the left
image due to our low sensitivity to high-frequency stimulidahe strong masking by highly textured
content in the bottom region. The smooth sky represents enmwaaker masker, and the structured
(low-frequency) noise is clearly visible. The PSNR is olalits to both of these effects.

A number of additional pixel-based metrics have been pregpasd tested [EF95].
It was found that although some of these metrics can predlgjestive ratings quite
successfully for a given compression technique or typestbdion, they are not reliable
for evaluations across techniques. MSE was found to be a guwdc for additive
noise, but is outperformed by more complex HVS-relatedr@gkes for coding artifacts
[ASS02]. Another study concluded that even perceptual aig of MSE does not
give consistently reliable predictions of visual quality flifferent pictures and scenes
[Mar86]. These results indicate that pixel-based errorsuess are not accurate for
guality evaluations across different scenes or distotirpes.

5.5 The Psychophysical Approach

5.5.1 HVS Modeling Fundamentals

This section briefly introduces processes and propertiéiseofiuman visual system to
provide a common ground for the ensuing discussion of HV&#tanetrics. More
details on the fundamentals of human vision and modelingoeaiound in Chapter 2.

Models of the human visual system (HVS) account for a numbpsychophysical
effects [Win99a] which are typically implemented in a seujisd process as shown in
Figure 5.2.
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whereR;(n), Ry (n) and Ry (n) denote the means @t,(n), Ry(n) and Ry (n), re-
spectively.
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Figure 9.2: Coefficient Grouping for DCT Block ClassificatigV=8) (From [TV98],(©1998 IEEE).

Based upon the similar methodology in [TV98], each DCT bl@c&ssigned to one
of the three classes with descending order of the HVS setgitiamely,Low-Masking
Medium-MaskingindHigh-Maskingclasses, according 8, (n):

e E,.(n) < uy: the block is assigned tioow-Maskingelass.

o 1y < E,n(n) < o if condition (9.28) or (9.29) is met, the block is assigned t
Medium-Maskinglass; otherwise it is assignedltow-Maskingclass.

o 1y < E,n(n) < pg: if condition (9.28) or (9.29) is met, the block is assigned t
Medium-Maskinglass; otherwise it is assignediisgh-Maskingclass.

e E,n(n) > us: if condition (9.28) or (9.29) is metfop, = 7- pandy, = 7
(whereT < 1), the block is assigned tbledium-Maskinglass; otherwise it is
assigned tadigh-Maskingclass.

The condition used above for determining Medium-Maskinglass is defined as:
Eqm(n) = Q (9.28)

maz{Es(n), Egn(n)} > ¢ and min{Eqyn), Egn(n)} > x (9.29)

wherep > y.
The possible block classification accordingAg,,(n) is illustrated in Figure 9.3.
The elevation with inter-band masking can be then detertinase
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Figure 12.1: VDM vs. DSIS rating and MSE vs. DSIS.

directions in this area. Specifically, the following topare covered in this chapter:

¢ Noise Visibility and Visual Masking — sensitivities of theman visual system to
structured and unstructured noise, and their applicatisideo encoding.

e Architectures that support perceptual based encodingerigégen of encoder ar-
chitectures that specifically take advantage of humanwisiodel. Architectures
include macroblock, picture level control and look-aheaxtpssing for a MPEG-
2 encoder.

e Standards-specific features — origins of blockiness indstats, and in-loop filter-
ing as a means to remove block visibility.

e Salience/masking pre-processing — determining in advahemcoding key ar-
eas to be preserved and the application of region basednigtey reduce bitrate
requirements for a frame.

e Application to multi-channel encoding — using statistigafiations in multiple
video program streams to improve the efficiency of a transimschannel.

e Future Challenges — the potential of using advanced imaigeplation tech-
niques to compression.

12.2 Noise Visibility and Visual Masking

All lossy video coding systems add noise, or distortionhmitmage, and the visibility
of the noise is a key feature of the compression algorithmchiMesearch has been done
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Figure 12.3: (a) JPEG (block-based DCT) vs. (b) JPEG20000Z]ull-image wavelet) still image
compression at the same normalized bit rate (0.25 bitd)pixe

cosine functions as shown in Figure 12.13. As discussed ire rdetalil later, finely
qguantized DCT coefficients, upon inverse transformatiarkha pixels, have the desir-
able property of introducing noise at edges of objects, e/kiee edge itself masks most
of the distortion. However, coarsely quantized DCT coedfits introduce blockiness
that is highly visible in near-uniform areas of the scenencRiness is a key distortion
that needs to be minimized in block based compression agipesa

Alternative basis sets that do not induce structured nogse lave a significant
perceptual advantage over the DCT, but to realize this d@dgan distortion mea-
sures must reflect the actual visibility of the distortion.neDalternative basis set
that is becoming more widely accepted is the DWT, or Discielet Transform
[TMO02, SCEO1, CSEOQ0, RJ02, CP02]. For maximal efficienayRNVT is often applied
to large blocks, up to and including the full image size. Igufe 12.3, a comparison
betweer8 x 8 block-based DCT and a full-image DWT is shown. As can be sien,
appearance of the compression artifacts are quite différetaveen the two transform
methods.

12.3 Architectures for Perceptual Based Coding

For a particular scene, the bit rate can be used to preditityybat the variation from
scene to scene can be quite significant. As shown in Figurg flfe subjective rating
(DMOS!) of compressed content improves (the impairment diffezdrecomes lower)
with bit rate, as expected. However, there is a large vanat the shape of this rate-
distortion curve as a function of scene content. Some comtgroves continuously as
bit rate increases, while other content exhibits rapid iguahturation above a certain
bit rate.

IDMOS, or Difference Mean Opinion Score, is a common subjectting metric.
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Figure 12.7: Masking map. Bright areas show areas of low mgskerceptual based encoders encode
the brighter areas with higher quality.

e Avoiding motion paths of salient objects. It is often difficto “not watch” an in-
teresting object in the scene. Therefore, do not quantiaeilyeon an intersecting
path associated with this object.

e Quantize more heavily in areas in which there is a large amofitocal (but
incoherent) motion energy.

Masking maps can be used in perceptual coding. A masking fewsswhere
slight changes in image detail would be visible. Figure h@ws an original image,
and a masking map produced from this image. Note that théthiog "hot” areas are
associated with the nearly uniform sky region. This meaas$ $pecial care must be
taken to ensure that this region is coded with high fidelisyaay distortion, such as
blockiness, will be readily noticed.

12.3.2 Perceptual Based Rate Control

Since quantization is a major factor contributing to theliqpand coded bit rate of
an image sequence, we now examine several ways of incoipiaerceptual-based
metrics into the rate control mechanism.

12.3.2.1 Macroblock level control

Setting the quantization level of individual macroblocks & 16 blocks of luminance

pixels) is the most difficult problem for any rate control eofe, including those that
use perceptual models. Unfortunately, when applied toléwsl of granularity, most

HVS models can only give relative estimates of visibilityowkver, this is still quite

useful in making bit allocations for individual macroblacKkn Figure 12.5 the vertical
hatch processing loop is used to control the macroblocktipsion levels. Figure 12.8
demonstrates the results of this type of processing.

© 2006 by Taylor & Francis Group, LLC



346 Digital Video Image Quality and Perceptual Coding

VDM Analysis of
visible error locations

Figure 12.8: Demonstration of bit reallocation on the mhtwok level using a visual discrimination
model (VDM). This type of processing is shown in Figure 125tee vertical hatch processing loop.

This algorithm is a variation on the MPEG Committee’s TMZerabntrol. During
a first pass, the macroblock quantization is performed uaisgnple linear bit usage
profile, the reconstructed field is then analyzed using a VD& produces a distortion
map as shown in Figure 12.8 (upper right quadrant). A secoadtigation is then per-
formed using the distortion map to modify the original bibahtion. This process can
be iterated until the distortion map meets a predetermiensa bf uniformity. The algo-
rithm used is described in detail by Peterson and Lee [PLD3ninimize the number
of passes, a more sophisticated initial macroblock bitcalion should be performed
(see [CZ97]). With a good initial start, a uniform distortimap can be achieved with
only one additional pass.

12.3.2.2 Picture level control

Picture level control generally involves meeting a pragas=d target bit rate (more pre-
cisely, a target bit count) for each picture type. Visual kadlity of the source frame
can give a starting point for the quantization profile to bedur the frame. After cod-
ing, the actual bit count can be measured, and the quawtizatofile can be scaled to
reduce the difference. Figure 12.9 demonstrates the inepments that can be achieved
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(a) Baseline Encoder-TM5 (b) DVC Encoder

-"f'_,} 1
(c) Baseline Encoder-TM5 (d) DVC Encoder

Figure 12.9: Examples of vision based encoding — Optimizedif IPB bit allocations based on visibility
of artifacts. The DVC encoder incorporates the VDM enhare@sdiscussed in this section.

with this approach. The diagonal hatch processing loop showigure 12.5 was used
to produce the images in Figure 12.9. For this type of prangsa frame’s complex-
ity measure (as defined in TM5) is monitored for each frame §yBB). Typically, the
remaining bits for the GOP are apportioned according to &tie of frame type com-
plexity measures. To improve this performance, the resiltbe VDM analysis are
used as a modifier to the frame type target bit allocationsekample, define the target
bits for picture type j as TBj where+l,P,B, the picture quality for a picture type as PQ)j
and the average picture quality across all picture typestifi® GOP) as<PQ>. Then
the new target bits are computed as:

PQ,— < P
TB;ETBjx(l—k;x Q= < Q>>

S 50> (12.1)

wherek is a reaction parameter that sets the rate of the compensatibis approach
typically takes one to two sub-GOPs (a sub-GOP is typicélige frames long) after
a scene change to settle into an optimal setting. For mamyesgcehis reallocation
significantly improves image quality. (See [Lee03] for aailetd description of this
approach.)
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content, and therefore coded bit rate, in areas where ttrefféquencies would not be
noticed.

Baseline Encoder - TM5 DVC Encoder

Figure 12.18: The left images are from an MPEG-2 baselinedgrcusing TM5 rate control. The right
images are from an MPEG-2 encoder (DVC Encoder) that usessglpre-processing to filter out high
frequencies before they are encoded.

12.6 Application to Multi-Channel Encoding

An additional requirement for many video distribution ®yas is the need to multiplex
multiple video programs into a single distribution channéls not uncommon to see
from 8-12 video program streams being multiplexed into a XdtMdec transport stream.
Most products available today (statistical multiplexarsg MSE as part of their joint
rate allocation scheme. The look-ahead approach (seen8ek2i3.3) that estimates
the rate-distortion behavior for the incoming video streandeally suited for use in

a multi-channel multiplexer (Figure 12.19). With a suffidig large look-ahead buffer
(approximately a GOP), joint rate allocation can specifyoptimal (i.e., minimized

visual distortion) target bit rate for each encoding stredire function of the joint rate

allocation (JRA) module is to determine bit rates that eigealistortions across video
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program streams while adhering to buffer constraints feiniividual program streams
and the transport stream. The JRA is well suited to lineagamming techniques as
well as approaches that are more heuristic.

Video
Stream 1
Encoder
Look-
»| Ahead 1 r@’ Buffer 1
F 3 ry
Target Channel
Bits Rate
Video
Stream N
Encoder
— | LOok- pI Encoder N 1"
Ahead N = Buffer N
Target TChanneI
R-D Bits Rate
Curves

Joint Rate Allocation | 4——————
Buffer Fullness
Coding Statistics

Figure 12.19: Schematic diagram of a multi-channel encoder
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Ethernet

D1 to Analog Converter

Sony BVM-20F 1E

Figure 13.7: Equipment Setup for the DSCQS Test.

Table 13.2: Laboratory viewing conditions for the variar8CQS test

Ratio of luminance of inactive screen to peak luminance: < 0.02
Ratio of the luminance of the screen, when displaying ordgklevel
in a completely dark room, to that corresponding to peakevhit <0.01

Display brightness and contrast setup via PLUGE - Rec. ITBTRB14
[ITU94a] and ITU-R BT.815 [ITU94b].

Maximum viewing angle: +30°
Ratio of luminance of background behind picture monitoréalp

luminance of picture: <0.15
Other room illumination: very low

13.3.5 Presentation of Material

The DSCQS test organizes the presentation of materials@tto Each test set contains

a pair of images, one for reference and the other for assessAwording to [ITUOOQ],
the order of presentation of the reference and test imagegdsbe randomized. How-
ever, in the interest of keeping the test simple so as to asygstemic errors in the
grading phase, this order has been fixed with the presentafithe reference image
followed by the test image. This structure is given in FigliBeB.
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Figure 16.1: lllustration of color bleeding on one framenfrthe Table-Tennisequence (see above the
racket, as well as along the arm).

sual properties related to color image compression. Thergive a thorough analysis
of the color bleeding phenomenon, as a result of both quatigiz and decimation of
chrominance data. Finally, an adaptive post-filtering atgm is developed, based on
the previous analysis. Simulation results for differebcamages show the improve-
ment of the reconstructed video, both objectively and sivjely.

16.2 Analysis of the Color Bleeding Phenomenon

Color bleeding occurs when one color in the image bleedsantiverlaps into another
color inappropriately. We demonstrate in this section thistdistortion occurs because
of both decimation and quantization of the chrominance caomepts at the compression
stage.

16.2.1 Digital Color Video Formats

Most current digital image compression standards handégs<as three separate com-
ponents [Wan95]. Among the various existing colorimetpaces, th& UV color-
space is widely used in digital video communications, whéreorresponds to the lu-
minance part of the video signal, abdV” are the so-called chrominance components.
Since the human eye is less sensible to colored detailsntberst of chrominance in-
formation data can be reduced without decreasing the sigemage quality.

Several formats have been developed in recent years, im trdepresent digital
color video signals. Th& UV 4:2:2 video format constitutes the reference for studio
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Figure 16.3: One frame from th@ble-Tennisequence reconstructed from Hecoded component, and
the C,, andC,. original components, respectively.

Figure 16.4: One frame from th@ble-Tennisequence: in this case, the image is reconstructed from the
Y original component, and th@, andC,. coded components, respectively.

component. Up to there, no sub-sampling is applied, so tleatector’s length is equal
to 16 pixels; the right half part is uniform, while a sharpnisdion is located in the left
half part of the 1-D vector, corresponding to the presendbetolor edge.

If the chrominance components are not sub-sampled, eabk 8fpixel half-vectors
is transformed independently by means of DCT, and quanti&édr decoding, coding
errors are limited to the corresponding 8-pixel half-vecto particular, spurious com-
ponents due to ringing along the color edge are restrictduetteft half-part, and do not
bleed in the right one. However, in practice, chrominanda @ae sub-sampled prior
to encoding (Figure 16.5c). After decimation (here, by dadaof 2), a single 8-pixel
vector is assumed to represent thecolor content of the whole 16-pixel length block.
This 8-pixel vector is transformed by means of DCT, and theangjzed. Due to quanti-
zation, the original balance of the DCT coefficients is cpted, and distortions are in-
troduced in the whole reconstructed signal (Figure 16.6ohally, theC',. chrominance
component is interpolated in order to reconstruct the k&iprector. Unfortunately,
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Figure 16.5: Schematic illustration of sub-sampling dffen the manifestation of color bleeding
[CGCO04]. (©2004 IEEE)

this process propagates errors to the right side of the lsigm#hat color bleeds locally
beyond the image area where it should physically be restricthis is clearly visible in

Figure 16.5e where spurious chrominance variations hase éeificially introduced in

the right part of the 16-pixel decoded vector.

Figure 16.6: Enlarged parts of tlig (left) andC, (right) components of the coded frame shown in Figure
16.1; note that red color bleeds in the left part of the mdutomk.

This analysis is easily extended to bi-dimensional sigridgure 16.6 illustrates the
C, andC,. components of the coded frame presented in Figure 16.1. AL&ixels
macro-block, made from four adjacent blocks of@pixels each is selected (repre-
sented by dashed square lines). This macro-block contatremag color edge, corre-
sponding to the player’s red shirt. Clearly, the originahtemt of chrominance blocks
has been widely modified: in particular, spurious red cotomponents smear in the up-
left part of the macro-block, leading to color bleeding ditibn. In the case the same
color image is compressed without chrominance decimatiomore color bleeding is
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due to post-processing. Figure 16.9 shows the results dyiagpcolor bleeding re-
moval to the color image shown in Figure 16.1. It is very nexdisle that color defects
have been efficiently reduced by adaptive neighborhoodcgusg. Note that the smear-
ing of the color red has been efficiently cleaned up abovesdtiet, as well as along the
player's arm, and the ringing phenomenon has been remouaite preserving color
edge sharpness. This leads to a great improvement in thal appearance of the dis-
played color image.

Figure 16.9: Results of applying the de-color-bleeding{psscessing to Figure 16.1.

Figure 16.10 shows another example of a color image sulgecior bleeding. This
image from the well-knowifForemarsequence has been coded by means of DCT, using
the quantization tables given in Table 16.1. Color bleedngarticularly noticeable on
the foreman’s chin (see the pink blob), as well as along tigegdf the shoulder (middle
left) and the crane (middle right). The right part of the figuitustrates the results of
applying the post-filtering algorithm: clearly, the chrerance mismatches are greatly
reduced, and the visual quality of reconstructed video msequently better.

This chapter provides a thorough analysis of the color leedrtifacts caused by
standard digital image and video coding algorithms. A newst{fittering algorithm
for the reduction of color bleeding artifacts is then pragmhsthat efficiently improves
color fidelity. This algorithm is applied to thg, C,., C, components of compressed
video, and so can be implemented directly in classical derspdvithout changing of
colorimetric space. It can be integrated in a more genegaladlivideo post-processor
addressing various image/video coding artifacts to impmae-distortion optimization
performance of the codecs.
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Figure 16.10: One decoded frame from the Foreman sequerioee bgeft) and after (right) post-
processing.
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Figure 17.16: Effect of concealment using macroblock regrieent
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Figure 17.17: Decodellower Gardenmage when motion compensated concealment using the motion
vector in the macroblock above the lost macroblock is engadoy

DVC
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Figure 17.18: Decodeflusimage when motion compensated concealment using the maatar in the
macroblock above the lost macroblock is employed
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frame. It then calculates the total squared difference éetwthese three lines and the
corresponding three lines on the edge of a 16x16 block ofwliéiién a previous decoded
frame. This is illustrated in Figure 17.19. The BMA estinsatiee lost motion vector
as the one in which the squared difference between the sutiog lines (from the
current decoded frame) and the block (from the previousdlEt@rame) is a minimum.
Referring to Figure 17.19, this means that the total squdrterence calculated by
summing the following three square differences is minimize

e squared difference between the pixels above the block ang@ikels on the top
line of the block (i.e. region A in Figure 17.19)

¢ the squared difference between the pixels to the left of ibekland the pixels on
the left edge of the block (i.e. region B in Figure 17.19)

e the squared difference between the pixels below the blodkilaa pixels on the
bottom line of the block (i.e. region C in Figure 17.19)

The search method employed to estimate the lost motion veatobe a full search
over some area in the previous frame. Alternatively, thecbeprocess can be greatly
speeded up if only a small number of candidate motion ve@monsidered. These
may include:

e the motion vector for the same macroblock in the previounéa

e the motion vectors associated with available neighboriagnwblocks

— Region A

Region B

Region C

l:| Pixels from previous decoded frame |:| Pixels from currently being decoded

Figure 17.19: Matching technique employed in boundary hiatcalgorithm [W. 93]
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From marcoblock above
and left of current
macroblock

From macroblock left
of current macroblock

From macroblock below
and left of current
macroblock

From macroblock below
current macroblock

I:] Pixels in lost macroblock . decoded pixels from current frame

Figure 17.20: Matching technique employed in decoded mateztor estimation algorithm

addition, pixels from the above-left macroblock (even itlnacroblock is itself a con-
cealed macroblock) and below-left macroblock (if receieedectly) are used to com-
plete the encirclement of the lost macroblock. If it is asedrthat only two surrounding
lines are used and that macroblocks above, below and righiedbst macroblock are
available then the lines used are as shown in Figure 17.20.

The algorithm then performs a full search within the pregidtame for the best
match to the available lines of decoded pixels from the cuframe. The macroblock
of data which is surrounded by the lines which best matchedities from the cur-
rent frame is assumed to be the best match to the lost mackoblio the experiments
performed for this work, a search area of (-16, +16) pixelsssed both horizontally
and vertically. However, this is a decoder option and candael Wo trade performance
against computational complexity. Motion estimation isfpened to half pixel accu-
racy since it was found during the experiments that the ifiiteassociated with half
pixel accuracy prediction tends to smooth any blockindats which might otherwise
be apparent between concealed macroblocks and normatigeéenacroblocks within
a frame. Hence, to speed up processing, a search to singleapiburacy was first per-
formed and then the best match within (-0.5, + 0.5) pixelsaurding that point was
chosen for concealment.
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Figure 17.23: Sampled picture (No.18) from original seaqéen
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Figure 17.25: Sampled picture (N0.18) decoded by 8-ardumedwith bi-directional search (CLP=0.05)
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Figure 17.26: Sampled picture from (No.57) from originajsence
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Figure 17.28: Sampled picture (No.57) decoded by 8-ardumedwith bi-directional search (CLP=0.05)
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Figure 17.29: Sampled picture from (No.60) from originajsence
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Figure 17.31: Sampled picture (No.60) decoded by 8-ardumedwith bi-directional search (CLP=0.05)
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Figure 17.33: Sampled picture (No.18) decoded by 8-ardumedwith bi-directional search (CLP=0.01)
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Figure 17.35: Sampled picture (No.57) decoded by 8-ardumedwith bi-directional search (CLP=0.01)
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Figure 17.37: Sampled picture (No0.57) decoded by 8-ardumedwith bi-directional search (CLP=0.01)
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Input (256 x 256) Components of reconstructed 'disc’ images

DT CWT

1

DWT

(n

’
y i

wavelets: level 1 level 2 level 3 level 4 level 4 scaling fn.

Figure 18.2: Wavelet and scaling function components a&$el/to 4 of an image of a light circular disc
on a dark background, using the 2-D DT CWT (upper row) and 2viDT{lower row). Only half of each
wavelet image is shown in order to save space. Courtesy of Kirgsbury.

To achieve further performance improvements for digitetyrie coding in a percep-
tual quality and bit rate optimization sense, selection béter coding framework and
structure may hold a vital key. In addition to vision modglinspired transforms such
as the Gabor transform [Dau88], the cortex transform [Wed&d the steerable pyramid
decomposition [SFAH92], a number of alternative (compéete over-complete) mathe-
matical frameworks and structures have been made avadableas directional wavelet
transforms [Vet01, DV03, DVV02, DV01, DV02] and the DT CWT if01], offering
solutions to eliminating some hard to solve problems assediwith classical complete
transforms such as the DCT and the DWT (which have dominattdrp coding ap-
plications) from their roots. A key issue is what performarciteria should be used
in selecting the most suitable framework for the next getr@rgicture compression
technology.

18.1.3 Decisions Decisions

When going forward and searching for a better mathematiaadéwork or coding struc-
ture for digital picture compression, it all comes down teviauch one is prepared to
expand or decompose a given picture in an alternative reptaison (or representations)
in order to achieve maximum picture compression. It is oiggtho acknowledge that
the time honoured philosophy for thousands of years, “Whkatls be shrunk must first
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Figure 18.6: Examples of JPEG2000 coding using differestbdion metrics at 0.125bpp: (a) Original
Lenaimage, (b) the MSE, (c) CVIS, and (d) a vision model basedggtal metrics [TTWO4]©IEEE.

in various chapters seems enough a reason for them to beautddr consideration
as a serious contender for picture compression. This, henwveoes not prevent in-
troductions of plenty of HVS inspired picture coders ovez tfears, such as model-
or object-based coding techniques [TK96], and foveate@isods discussed in Chap-
ter 14. Neither incomplete knowledge of human vision norieegring/technological
difficulties could deter further research and investigagialong this direction. From dis-
cussions and examples presented in subsections 18.1.834ntl, HVS inspired coders
such as vision model based coders do offer a more concerpedagt to minimization
or elimination or balancing of perceptual picture codintifacts. Significant compu-
tational overhead existing in more sophisticated visiomehtased picture coders will
remain as an obstacle in practical applications, notwatiding that an ever increasing
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