Statistics for Epidemiology                 Nicholas P. Jewell 

Solution Set: Chapter 14
Question 14.1

(a) In this case, b represents the log odds ratio for breast cancer comparing women with 0 – 1 prior births to those with > 2 births, unadjusted for age.

To calculate this from the information we have been given, we can collapse the two 2x2 tables, stratified by age.  After doing this, we get the following 2x2 table:

	
	Cases
	Controls

	0-1 births
	151
	230

	> 2 births
	449
	878


The unadjusted odds ratio relating the number of prior births and case status can easily be calculated:

OR^ = ad/bc = (151)(878)/(230)(449) = 1.28

An estimate of b is then obtained by taking the log of the above estimate:

b^ = log(1.28) = 0.247
(b) b = the log odds ratio for breast cancer comparing women with 0-1 vs. > 2 prior births, amongst women < 40. 

  log odds = a +b(1) + c(0) + d(1*0)

- log odds = a +b(0) + c(0) + d(0*0)
  log odds ratio =                        b 

We can therefore calculate an estimate of b by calculating the odds ratio associated with the number of prior births amongst younger women and then taking the log of this estimate:

OR^ = (24)(160)/(58)(96) = 0.69

b^ = log(0.69) = -0.37

c = the log odds ratio for breast cancer comparing women ages > 40 to < 40, amongst women with > 2 prior births.

  log odds = a +b(0) + c(1) + d(0*1)

- log odds = a +b(0) + c(0) + d(0*0)
  log odds ratio =                        c

We can calculate an estimate of c by calculating the odds ratio associated with age amongst women with > 2 prior births and then take the log of this estimate.  Because the data are not presented in a way to directly allow us to do this, we must rearrange the 2x2 tables provided.

0-1 births
	
	Cases
	Controls

	> 40
	127
	172

	< 40
	24
	58


> 2 births
	
	Cases
	Controls

	> 40
	353
	718

	< 40
	96
	160


OR^ associated with age amongst > 2 births = (353)(160)/(718)(96) = 0.82

c^ = log(0.82) = -0.20

d = the difference in the log odds ratios for breast cancer associated with prior number of births between older and younger women.

We showed above that the log odds ratio associated with prior number of births for women < 40 is b.  It is illustrated below that the log odds ratio associated with prior number of births for women > 40 is b+d:

  log odds = a +b(1) + c(1) + d(1*1)

- log odds = a +b(0) + c(1) + d(0*1)
  log odds ratio =                b+d

(b+d) – b = d

d also represents the difference in the log odds ratios assoc. with age between women with 0-1 and >2 prior births (verification is left as an additional exercise).

An estimate of b+d can be obtained by calculating the odds ratio for breast cancer associated with number of prior births amongst older women and then taking the log of this estimate:

OR^ = (127)(718)/(172)(353) = 1.5

b^+d^ = log(1.5) = 0.41

d^ = 0.41 – (-0.37) = 0.78
Question 14.2 

Define the following variables

Z= 1 if age 55-75

   = 0 otherwise

X= 1 if alcohol consumption >80 gm/day

  =  0 otherwise

(i)

(1) Model 1
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(2) Hypothesis: there is no association between alcohol consumption and incidence of oesophageal cancer.

Ho: b1=0

(3) Fitting model 1 using STATA

. logit case alcohol [fweight=count]

Iteration 0:   log likelihood = -494.74421

Iteration 1:   log likelihood = -450.58863

Iteration 2:   log likelihood = -446.52859

Iteration 3:   log likelihood = -446.52782

Logit estimates                                   Number of obs   =        975

                                                           LR chi2(1)      =      96.43

                                                           Prob > chi2     =     0.0000

Log likelihood = -446.52782             Pseudo R2       =     0.0975

------------------------------------------------------------------------------

        case |        Coef.        Std. Err.      z       P>|z|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

     alcohol |   1.729899   .1752366     9.87    0.000     1.386442    2.073356

       _cons |  -1.856899   .1054366   -17.61   0.000    -2.063551   -1.650247

------------------------------------------------------------------------------

(4)  Wald test:

From Stata output,  Wald Test statistic

[image: image20.wmf]000

.

0

)

4

.

9

|

(|

=

>

Z

P


[image: image21.wmf]4

.

9

1847635

.

0

737427

.

1

)

(

1

1

=

=

b

se

b


Likelihood ratio test:

. logit case alcohol [fweight=count]

Iteration 0:   log likelihood = -494.74421

Iteration 1:   log likelihood = -450.58863

Iteration 2:   log likelihood = -446.52859

Iteration 3:   log likelihood = -446.52782

Logit estimates                                   Number of obs   =        975

                                                           LR chi2(1)      =      96.43

                                                           Prob > chi2     =     0.0000

Log likelihood = -446.52782            Pseudo R2       =     0.0975

------------------------------------------------------------------------------

        case |        Coef.        Std. Err.       z        P>|z|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

     alcohol |   1.729899   .1752366     9.87     0.000     1.386442    2.073356

       _cons |  -1.856899   .1054366   -17.61   0.000    -2.063551   -1.650247

------------------------------------------------------------------------------

. lrtest, saving(0)

. logit case  [fweight=count]

Iteration 0:   log likelihood = -494.74421

Logit estimates                                   Number of obs   =        975

                                                           LR chi2(0)      =       0.00

                                                           Prob > chi2     =          .

Log likelihood = -494.74421             Pseudo R2       =     0.0000

------------------------------------------------------------------------------

        case |        Coef.        Std. Err.       z       P>|z|       [95% Conf. Interval]

-------------+----------------------------------------------------------------

       _cons |  -1.354546   .0793116   -17.08   0.000    -1.509993   -1.199098

------------------------------------------------------------------------------

. lrtest

Logit:  likelihood-ratio test                         chi2(1)     =      96.43

                                                      Prob > chi2 =     0.0000

From STATA output: The likelihood ratio test statistic follows a (21 distribution.

P((21 > 96.43)(0.0000

(5)  Both Wald test and likelihood ratio test lead us to reject the null hypothesis indicating that there is significant association between alcohol consumption and oesophageal cancer.

(6)

. logistic case alcohol  [fweight=count]

Logit estimates                                   Number of obs   =        975

                                                            LR chi2(1)      =      96.43

                                                           Prob > chi2     =     0.0000

Log likelihood = -446.52782             Pseudo R2       =     0.0975

------------------------------------------------------------------------------

        case |    Odds Ratio   Std. Err.      z       P>|z|      [95% Conf. Interval]

-------------+----------------------------------------------------------------

     alcohol |   5.640085   .9883491     9.87   0.000      4.00059    7.951467
The estimated odds ratio is 5.64 and its 95% confidence interval is (4.00,7.95)

The results obtained are identical to those in Solution 7.3

(ii)

(1) Model 2
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(2) Hypothesis : There is no association between alcohol consumption and oesophageal cancer, treating alcohol consumption as a dichotomous variable and controlling for effect of age.

Ho: b1=0

(3) 

. logit case alcohol age [fweight=count]

Iteration 0:   log likelihood = -494.74421

Iteration 1:   log likelihood = -421.07815

Iteration 2:   log likelihood = -414.90454

Iteration 3:   log likelihood = -414.86436

Iteration 4:   log likelihood = -414.86435

Logit estimates                                   Number of obs   =        975

                                                            LR chi2(2)      =     159.76

                                                            Prob > chi2     =     0.0000

Log likelihood = -414.86435              Pseudo R2       =     0.1615

------------------------------------------------------------------------------

        case |       Coef.         Std. Err.      z       P>|z|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

     alcohol |   1.737427   .1847635    9.40   0.000     1.375297    2.099556

         age |   1.395463   .1839928     7.58   0.000     1.034844    1.756083

       _cons |  -2.640626    .165995   -15.91   0.000     -2.96597   -2.315281

------------------------------------------------------------------------------

. lrtest, saving (0)

. logit case  age [fweight=count]

Iteration 0:   log likelihood = -494.74421

Iteration 1:   log likelihood = -460.81676

Iteration 2:   log likelihood = -459.50155

Iteration 3:   log likelihood =  -459.4986

Logit estimates                          Number of obs   =        975

                                                  LR chi2(1)      =      70.49

                                                  Prob > chi2     =     0.0000

Log likelihood =  -459.4986     Pseudo R2       =     0.0712

------------------------------------------------------------------------------

        case |      Coef.       Std. Err.         z      P>|z|       [95% Conf. Interval]

-------------+----------------------------------------------------------------

         age |   1.387708   .1738386       7.98   0.000      1.04699    1.728425

       _cons |  -2.131627   .1413333   -15.08   0.000    -2.408635   -1.854619

------------------------------------------------------------------------------

. lrtest

Logit:  likelihood-ratio test                         chi2(1)     =      89.27

                                                      Prob > chi2 =     0.0000

 (4)  Wald Test: 

From STATA output,
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Likelihood ratio test

 From STATA output, 

Likelihood ratio test statistic=89.27 follows a (21 distribution.

P((21>89.27)(0.0000.

(5) Hence, both the tests indicate evidence of  significant association between alcohol consumption and incidence of oesophageal cancer, when controlling for age.

(6)

. logistic case alcohol age [fweight=count]

Logit estimates                         Number of obs   =        975

                                                  LR chi2(2)      =     159.76

                                                  Prob > chi2     =     0.0000

Log likelihood = -414.86435    Pseudo R2       =     0.1615

------------------------------------------------------------------------------

        case |   Odds Ratio   Std. Err.      z       P>|z|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

     alcohol |   5.682702   1.049956     9.40   0.000     3.956252    8.162549
         age |     4.036845   .7427505     7.58   0.000     2.814667    5.789713

The estimated odds ratio when controlling for age is 5.68 and the 95% confidence interval is  (3.95, 8.16).

All of these results are very similar, although not identical, to what we found in Solution 9.2 using the Cochran-Mantel-Haenszel test and the Woolf and Mantel-Haenszel estimates and confidence intervals for the age-adjusted Odds ratio. The maximum likelihood method here is slightly closer to the Woolf approach in its answers.

Assessment of confounding

. logistic case alcohol age [fweight=count]

Logit estimates                                   Number of obs   =        975

                                                           LR chi2(2)      =     159.76

                                                           Prob > chi2     =     0.0000

Log likelihood = -414.86435              Pseudo R2       =     0.1615

------------------------------------------------------------------------------

        case |  Odds Ratio   Std. Err.        z      P>|z|      [95% Conf. Interval]

-------------+----------------------------------------------------------------

     alcohol |   5.682702   1.049956     9.40   0.000     3.956252    8.162549

         age |    4.036845   .7427505     7.58   0.000     2.814667    5.789713

------------------------------------------------------------------------------

. logistic case alcohol  [fweight=count]

Logit estimates                                   Number of obs   =        975

                                                          LR chi2(1)      =      96.43

                                                          Prob > chi2     =     0.0000

Log likelihood = -446.52782              Pseudo R2       =     0.0975

------------------------------------------------------------------------------

        case |   Odds Ratio   Std. Err.       z      P>|z|      [95% Conf. Interval]

-------------+----------------------------------------------------------------

     alcohol |   5.640085   .9883491     9.87   0.000      4.00059    7.951467

------------------------------------------------------------------------------

To evaluate empirical evidence of confounding by age on the relationship between alcohol consumption and incidence of oesophageal cancer, compare the OR associated with alcohol consumption, ignoring the effects of age, to the OR associated with alcohol consumption, controlling for the effects of age. The estimated adjusted OR is 5.68 and the unadjusted OR is 5.64. Assuming no interaction, the difference in the two numbers does not seem to be large enough to adjust for age.

(iii)  Let OC=1 if case, OC=0 if control.

Similarly, let Alc=1 if alcohol consumption>80gms/day, Alc=0 if alcohol consumption<80gms/day.

Also Age=1 if age is 55--75+ years old, Age=0 if age is 25—54 years old.

Alcage=Alc x Age is the created variable needed to assess interaction.

. 
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2) Null Hypothesis: OR associated with unit increase in Alcohol consumption (controlling for Age) is not modified by Age level; this is equivalent to d=0.

3)

gen Alcage=Alc*Age

. logit OC Alc Age Alcage [freq=Count]

Iteration 0:   log likelihood = -494.74421

Iteration 1:   log likelihood = -423.40273

Iteration 2:   log likelihood = -414.47858

Iteration 3:   log likelihood = -414.26257

Iteration 4:   log likelihood =  -414.2624

Logit estimates                                   Number of obs   =        975

                                                            LR chi2(3)      =     160.96

                                                            Prob > chi2     =     0.0000

Log likelihood =  -414.2624               Pseudo R2       =     0.1627

------------------------------------------------------------------------------

          OC |      Coef.        Std. Err.      z      P>|z|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

         Alc |   1.995485   .2997843     6.66   0.000     1.407918    2.583051

         Age |    1.55692   .2400183     6.49   0.000     1.086493    2.027347

    Alcage |  -.4162419   .3793954    -1.10   0.273    -1.159843    .3273593

     _cons |  -2.753171   .2022679   -13.61   0.000    -3.149608   -2.356733

------------------------------------------------------------------------------

3) The Wald test yields the z statistic –1.10  with p-value 0.273 (or equivalently its square = 1.21 which gives the same p-value when compared to a 
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distribution with one degree of freedom).

To compute the likelihood ratio test statistic, we need to fit the simpler nested model 
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. logit OC Alc Age [freq=Count]

Iteration 0:   log likelihood = -494.74421

Iteration 1:   log likelihood = -421.07815

Iteration 2:   log likelihood = -414.90454

Iteration 3:   log likelihood = -414.86436

Iteration 4:   log likelihood = -414.86435

Logit estimates                                   Number of obs   =        975

                                                            LR chi2(2)      =     159.76

                                                            Prob > chi2     =     0.0000

Log likelihood = -414.86435             Pseudo R2       =     0.1615

------------------------------------------------------------------------------

          OC |      Coef.        Std. Err.      z      P>|z|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

         Alc |   1.737427   .1847635     9.40   0.000     1.375297    2.099556

        Age |   1.395463   .1839928     7.58   0.000     1.034844    1.756083

     _cons |  -2.640626    .165995   -15.91   0.000     -2.96597   -2.315281

------------------------------------------------------------------------------

The difference in the maximized log likelihood between these to models is = 414.2624 - (-414.86435) = 0.602. The likelihood ratio test statistic is thus 2 x 0.602 = 1.204, which gives the same p-value of 0.273 when compared to a 
[image: image4.wmf]2
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distribution with one degree of freedom.

(display chiprob(1,1.2039)

.27254359)

4) There is little evidence that there is any (multiplicative interaction) between age and alcohol consumption. Note that qualitatively, however, the Odds Ratio associated with heavy alcohol consumption is 
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for the younger age group, and 
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for the older age group. So there is a hint that the high risk of heavy alcohol consumption may be somewhat lower for older individuals.

These results are extremely similar to what we obtained in Solution 10.5 using the test for homogeneity.

iv) Let Alc1=1 if alcohol consumption is 40—79 gms/day, Alc1 = 0 otherwise;


Alc2=1 if alcohol consumption is 80—119 gms/day, Alc2 = 0 otherwise;


Alc3=1 if alcohol consumption is 120+ gms/day, Alc3 =0 otherwise.

Reference group is thus 0—39 gms/day.

1) 
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2) Null hypothesis is independence of alcohol consumption and incidence of oesophageal cancer. This is equivalent to 
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3)

logit OC Alc1 Alc2 Alc3 [freq=count]

Iteration 0:   log likelihood = -494.74421

Iteration 1:   log likelihood = -428.70187

Iteration 2:   log likelihood = -421.84193

Iteration 3:   log likelihood = -421.49571

Iteration 4:   log likelihood = -421.49545

Logit estimates                                   Number of obs   =        975

                                                           LR chi2(3)      =     146.50

                                                           Prob > chi2     =     0.0000

Log likelihood = -421.49545             Pseudo R2       =     0.1481

------------------------------------------------------------------------------

          OC |      Coef.        Std. Err.      z      P>|z|      [95% Conf. Interval]

-------------+----------------------------------------------------------------

        Alc1 |    1.27124    .232332     5.47   0.000     .8158777    1.726602

      Alc2 |   2.054459   .2611044     7.87   0.000     1.542704    2.566214

     Alc3 |   3.304162   .3236511    10.21   0.000     2.669817    3.938506

   _cons |  -2.588542   .1925445   -13.44   0.000    -2.965922   -2.211161

------------------------------------------------------------------------------

4) Likelihood Ratio test is easier to use here than Wald since there are three free parameters. To compute the likelihood ratio test statistic, we need to fit the simpler nested model 
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 as follows

logit OC  [freq=count]

Iteration 0:   log likelihood = -494.74421

Logit estimates                                   Number of obs   =        975

                                                           LR chi2(0)      =       0.00

                                                           Prob > chi2     =          .

Log likelihood = -494.74421             Pseudo R2       =     0.0000

------------------------------------------------------------------------------

          OC |            Coef.   Std. Err.       z        P>|z|      [95% Conf. Interval]

-------------+----------------------------------------------------------------

       _cons |  -1.354546   .0793116   -17.08   0.000    -1.509993   -1.199098

The difference in the maximized log likelihood between these two models is = -421.49545 - (-494.74421) = 73.25. The likelihood ratio test statistic is thus 2 x 73.25 = 146.5, which gives a miniscule p-value 

(display chiprob(3,146.49752)

1.501e-31) 

when compared to a 
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distribution with three degrees of freedom.

5) There is very strong evidence that the risk for oesophageal cancer varies across the four alcohol consumption groups.

6) Let’s now compute some Odds Ratios which compare the three higher consumption groups with the reference group:

logit OC Alc1 Alc2 Alc3 [freq=count], or

Iteration 0:   log likelihood = -494.74421

Iteration 1:   log likelihood = -428.70187

Iteration 2:   log likelihood = -421.84193

Iteration 3:   log likelihood = -421.49571

Iteration 4:   log likelihood = -421.49545

Logit estimates                                   Number of obs   =        975

                                                          LR chi2(3)      =     146.50

                                                           Prob > chi2     =     0.0000

Log likelihood = -421.49545             Pseudo R2       =     0.1481

------------------------------------------------------------------------------

          OC |  Odds Ratio   Std. Err.      z       P>|z|      [95% Conf. Interval]

-------------+----------------------------------------------------------------

        Alc1 |   3.565271   .8283266     5.47   0.000     2.261159    5.621522

        Alc2 |   7.802616   2.037297     7.87   0.000      4.67722    13.01645

        Alc3 |   27.22571    8.81163    10.21   0.000     14.43733    51.34185

------------------------------------------------------------------------------
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Thus, the Odds Ratio for the 40—79 gms/day group (compared to the reference group) is 3.6 with a 95% confidence interval of (2.3, 5.6).

Similarly, the Odds Ratio for the 80--119 gms/day  group (compared to the reference group) is 7.8 with a 95% confidence interval of (4.7, 13.0).

Finally, the Odds Ratio for the 120+ gms/day  group (compared to the reference group) is 27.2 with a 95% confidence interval of (14.4, 51.3).

The result here provides the same striking evidence of association that we saw in (i) where we coded alcohol as a simple binary covariate. The loss of information in the latter grouping was not an important issue then given the strength of association. However, maintaining the four groups using indicator variables gives us the necessary information to look at whether there is a trend in incidence as consumption increases, and whether this is a linear trend in the log odds. This is the point of the next part of the question.

Now, write Alc = 0 if 0—39 gms/day, Alc = 1 if 40--79 gms/day, Alc = 2 if 80--119 gms/day, Alc = 3 if 120+ gms/day.
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2) Null hypothesis is that there is no trend in risk for oesophageal cancer as alcohol consumption increases. This is equivalent to  
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3)

replace Alc=1 if Alc1==1

(2 real changes made)

. replace Alc=2 if Alc2==1

(2 real changes made)

. replace Alc=3 if Alc3==1

(2 real changes made)

logit OC Alc [freq=count]

Iteration 0:   log likelihood = -494.74421

Iteration 1:   log likelihood = -426.77229

Iteration 2:   log likelihood = -422.43627

Iteration 3:   log likelihood =  -422.4246

Logit estimates                                   Number of obs   =        975

                                                           LR chi2(1)      =     144.64

                                                           Prob > chi2     =     0.0000

Log likelihood =  -422.4246             Pseudo R2       =     0.1462

------------------------------------------------------------------------------

          OC |      Coef.       Std. Err.       z        P>|z|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

         Alc |   1.046772   .0935048    11.19   0.000     .8635064    1.230038

     _cons |  -2.483351   .1459054   -17.02   0.000     -2.76932   -2.197382

------------------------------------------------------------------------------

4) The Wald test yields the z statistic 11.19  with p-value <.001 (or equivalently its square = 125.2 which gives the same p-value when compared to a 
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distribution with one degree of freedom).

To compute the likelihood ratio test statistic, we need to fit the simpler nested model 
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 which we already did above in part (b).

The difference in the maximized log likelihood between these two models is = -422.4246 - (-494.74421) = 72.31. The likelihood ratio test statistic is thus 2 x 72.31 = 144.6, which gives a miniscule p-value when compared to a 
[image: image15.wmf]2
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distribution with one degree of freedom.

5) There is very strong evidence of an increasing risk for oesophageal cancer as alcohol consumption increases.

6) Note that this model gives the following Odds Ratios for each of the consumption groups compared to the reference group:
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The Odds Ratio for the 40—79 gms/day group (compared to the reference group) is 
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Similarly, the Odds Ratio for the 80--119 gms/day  group (compared to the reference group) is 
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Finally, the Odds Ratio for the 120+ gms/day  group (compared to the reference group) is 
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These estimates are very close to what we obtained in the unconstrained model earlier in (iv). Does this linear model in Alc adequately fit the unconstrained estimated incidence pattern? To consider this we compare the two logistic models that we fit above. These are nested models and the differences in the maximized log likelihoods is given by –421.49545 – (-422.4246) = 0.93. The likelihood ratio test statistic is therefore 2 x 0.93 = 1.86. This should be compared to a 
[image: image19.wmf]2

c

distribution with two degrees of freedom (the degrees of freedom of the two models in (b) and (c) are 4 and 2, respectively). This yields a p-value of 0.39.

. display chiprob(2,1.8583)

.39488923

Thus there is no reason to reject the linear model in favor of the more complex indicator variable model. This supports our earlier analysis and graphs of Solution 11.3.

Question 14.3 

. gen dead = 0

. replace dead = 1 if survived == 0

(809 real changes made)

Model 1

. xi: logit dead i.pclass fare

i.pclass          _Ipclass_1-3        (naturally coded; _Ipclass_1 omitted)

Iteration 0:   log likelihood = -870.03074

Iteration 1:   log likelihood = -801.25221

Iteration 2:   log likelihood = -800.88411
Iteration 3:   log likelihood = -800.88382

Logit estimates                            Number of obs   =       1308

                                           LR chi2(3)      =     138.29

                                           Prob > chi2     =     0.0000

Log likelihood = -800.88382                Pseudo R2       =     0.0795

-----------------------------------------------------------------------

 dead |       Coef.     Std. Err.   z    P>|z|     [95% Conf. Interval]

-------------+---------------------------------------------------------_Ipclass_2 | .4492478  .1937213   2.32   0.020     .0695611    .8289345

_Ipclass_3 |1.1937     .1814822   6.58   0.000     .8380011    1.549398

    fare |  -.0052499  .0017345  -3.03   0.002    -.0086495   -.0018503

  _cons |   -.054288   .1767619  -0.31   0.759     -.400735    .2921589

-----------------------------------------------------------------------

. lrtest, saving(0)

Model 2

. logit dead fare

Iteration 0:   log likelihood = -870.03074

Iteration 1:   log likelihood = -828.58434

Iteration 2:   log likelihood = -827.03191

Iteration 3:   log likelihood = -827.01596

Iteration 4:   log likelihood = -827.01596

Logit estimates                            Number of obs   =       1308

                                           LR chi2(1)      =      86.03

                                           Prob > chi2     =     0.0000

Log likelihood = -827.01596                Pseudo R2       =     0.049

-----------------------------------------------------------------------

 dead |      Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval]

-------------+---------------------------------------------------------

 fare |  -.0124527   .0016043    -7.76   0.000    -.0155972   -.0093083

_cons |   .8824265   .0755229    11.68   0.000     .7344044    1.030449

-----------------------------------------------------------------------

. lrtest

likelihood-ratio test                           LR chi2(2)  =     52.26

(Assumption: . nested in LRTEST_0)              Prob > chi2 =    0.0000

As shown above in the output for model 1, the effect of ticket fare on risk of death is significant (p = .002) after adjustment for ticket class.  Specifically, for every additional British pound spent, one’s risk for death decreases by a factor of 0.99 (e-.005).  As shown in the likelihood-ratio test immediately above, ticket class also has a significant effect on death, as modeled using indicator variables, after adjustment for fare (p < .001).  Based on model 1, individuals in class 2 had 1.6 (e.449) times the risk of death compared with individuals in class 1 and individuals in class 3 had 3.3 (e1,19) times the risk of death compared with individuals in class1, taking into account fare.

In order to assess confounding, the logistic command is used so that we can directly compare odds ratios across different models.

Model 1

. xi: logistic dead i.pclass fare

i.pclass          _Ipclass_1-3    (naturally coded; _Ipclass_1 omitted)

Logistic regression                        Number of obs   =       1308

                                           LR chi2(3)      =     138.29

                                           Prob > chi2     =     0.0000

Log likelihood = -800.88382                Pseudo R2       =     0.0795

-----------------------------------------------------------------------

 dead | Odds Ratio   Std. Err.      z    P>|z|     [95% Conf. Interval]

-------------+--------------------------------------------------------_Ipclass_2 | 1.567133   .303587   2.32   0.020     1.072038    2.290877

_Ipclass_3 | 3.299265   .598758   6.58   0.000     2.311741    4.708637

     fare |   .9947638  .0017255 -3.03   0.002     .9913878    .9981514

-----------------------------------------------------------------------

Model 2

. logistic dead fare

Logistic regression                        Number of obs   =       1308

                                           LR chi2(1)      =      86.03

                                           Prob > chi2     =     0.00

Log likelihood = -827.01596                Pseudo R2       =     0.0494

-----------------------------------------------------------------------

 dead | Odds Ratio   Std. Err.      z    P>|z|     [95% Conf. Interval]

-------------+---------------------------------------------------------

 fare |   .9876245   .0015845    -7.76   0.000     .9845238    .9907349

-----------------------------------------------------------------------

Model 3

. xi: logistic dead i.pclass

i.pclass          _Ipclass_1-3   (naturally coded; _Ipclass_1 omitted)

Logistic regression                        Number of obs   =       1309

                                           LR chi2(2)      =     127.77

                                           Prob > chi2     =     0.0000

Log likelihood = -806.62946                Pseudo R2       =     0.0734

-----------------------------------------------------------------------

 dead |     Odds Ratio  Std. Err.  z     P>|z|     [95% Conf. Interval]

-------------+--------------------------------------------------------_Ipclass_2 | 2.158912  .3603674   4.61   0.000     1.556509    2.994458

_Ipclass_3 | 4.743296  .6799459  10.86   0.000     3.581472    6.282015

-----------------------------------------------------------------------

Comparing models 1 and 2, above, there does not appear to be much confounding of the relationship between fare and death by ticket class (the two odds ratios associated with fare differ by less than 10%).  There appears to be some confounding, however, of the relationship between ticket class and death by fare, as illustrated by qualitatively comparing the odds ratios for ticket class in models 1 and 3.

Model 4

. xi: logistic dead i.pclass fare sex

i.pclass          _Ipclass_1-3    (naturally coded; _Ipclass_1 omitted)

Logistic regression                       Number of obs   =       1308

                                          LR chi2(4)      =     483.44

                                          Prob > chi2     =     0.0000

Log likelihood = -628.31308               Pseudo R2       =     0.2778

-----------------------------------------------------------------------

 dead |     Odds Ratio  Std. Err.   z    P>|z|     [95% Conf. Interval]

-------------+---------------------------------------------------------_Ipclass_2 | 2.270105  .5028139   3.70   0.000     1.470653    3.504142

_Ipclass_3 | 5.217474 1.076111    8.01   0.000     3.482562     7.81667

     fare |   .9989787 .001686   -0.61   0.545     .9956796    1.002289

      sex |   .0818321 .0120872 -16.95   0.000     .0612626    .1093082

-----------------------------------------------------------------------

Notably, when we add sex to model 1 (see model 4) the effect of fare is no longer significant.  There does not appear to much be confounding of the relationship between sex and death by ticket class and fare, as the odds ratio associated with sex in model 4 (.082) is qualitatively the same as that found in a model only including sex as we found in problem set 12 (.088).

Model 5

. xi: logistic dead i.pclass fare sex i.embarked

i.pclass          _Ipclass_1-3    (naturally coded; _Ipclass_1 omitted)

i.embarked        _Iembarked_1-3 (_Iembarked_1 for embarked==C omitted)

Logistic regression                        Number of obs   =       1306

                                           LR chi2(6)      =     486.91

                                           Prob > chi2     =     0.0000

Log likelihood = -625.13096                Pseudo R2       =     0.2803

-----------------------------------------------------------------------

 dead | Odds Ratio   Std. Err.      z    P>|z|     [95% Conf. Interval]

-------------+--------------------------------------------------------_Ipclass_2 | 2.024395  .4631091   3.08   0.002     1.292918    3.169711

_Ipclass_3 | 4.775407 1.01935     7.32   0.000     3.142783    7.256153

     fare |   .9992941 .0016862  -0.42   0.676     .9959946    1.002605

      sex |   .0803529 .0119701 -16.93   0.000     .0600066    .1075979

_Iembarked_2 |1.488283 .4392195   1.35   0.178      .834604    2.653937

_Iembarked_3 |1.510827 .2751851   2.27   0.023     1.057243    2.159008

-----------------------------------------------------------------------

Comparing the odds ratios for embarkation location in model 5 (with Cherbourg as baseline), to those in a model that only includes embarkation place, we find that there is some confounding of the relationship between where a passenger embarked and death by fare sex and ticket class.  Specifically, once we have accounted for ticket class, fare and sex, the effect of embarkation place on death becomes less pronounced.

. xi: logistic dead i.embarked

i.embarked        _Iembarked_1-3 (_Iembarked_1 for embarked==C omitted)

Logistic regression                       Number of obs   =       1307

                                          LR chi2(2)      =      22.54

                                          Prob > chi2     =     0.0000

Log likelihood = -857.79651               Pseudo R2       =     0.0130

-----------------------------------------------------------------------

 dead |        Odds Ratio  Std. Err.  z    P>|z|   [95% Conf. Interval]

-------------+---------------------------------------------------------

_Iembarked_2 | 2.434568   .565912   3.83   0.000   1.543694     3.83957

_Iembarked_3 | 1.805323   .2522608  4.23   0.000   1.372825    2.374077

-----------------------------------------------------------------------

Question 14.4

Using indicator variables:

. gen class2 = 0

. replace class2 = 1 if pclass == 2

(277 real changes made)

. gen class3 = 0

. replace class3 = 1 if pclass ==3

(709 real changes made)

. gen class2xsex = class2*sex

. gen class3xsex = class3*sex

Model 1

. logit dead class2 class3 sex class2xsex class3xsex

Iteration 0:   log likelihood = -870.51219

Iteration 1:   log likelihood = -615.93562

Iteration 2:   log likelihood = -605.85283

Iteration 3:   log likelihood = -605.05369

Iteration 4:   log likelihood = -605.02497

Iteration 5:   log likelihood =  -605.0249

Logit estimates                           Number of obs   =       1309

                                          LR chi2(5)      =     530.97

                                          Prob > chi2     =     0.0000

Log likelihood =  -605.0249               Pseudo R2       =     0.3050

-----------------------------------------------------------------------

 dead |      Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval]

-------------+---------------------------------------------------------class2 |   1.10492   .2678009     4.13   0.000     .5800399      1.6298 class3 |   1.058183  .2014788     5.25   0.000     .6632914    1.453074

   sex |  -3.984847  .4817259    -8.27   0.000    -4.929012   -3.040681

class2xsex |.1617279 .6106397     0.26   0.791    -1.035104     1.35856

class3xsex |2.303895 .5160527     4.46   0.000      1.29245     3.31534

  _cons |   .6598108 .157696     4.18   0.000     .3507323    .9688892

-----------------------------------------------------------------------

. lrtest, saving(0)

. logit dead class2 class3 sex

Iteration 0:   log likelihood = -870.51219

Iteration 1:   log likelihood = -636.49162

Iteration 2:   log likelihood = -628.73869

Iteration 3:   log likelihood =  -628.6111

Iteration 4:   log likelihood = -628.61105

Logit estimates                            Number of obs   =       1309

                                           LR chi2(3)      =     483.80

                                           Prob > chi2     =     0.0000

Log likelihood = -628.61105                Pseudo R2       =     0.2779

-----------------------------------------------------------------------

 dead |      Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval]

-------------+---------------------------------------------------------class2 |  .8808233   .1976624     4.46   0.000     .4934121    1.268234

class3 |  1.723129   .1715006    10.05   0.000     1.386994    2.059264

  sex |  -2.515004   .1466931   -17.14   0.000    -2.802517    -2.22749

_cons |   .4058707   .1373859     2.95   0.003     .1365993    .6751422

-----------------------------------------------------------------------

. lrtest

likelihood-ratio test                           LR chi2(2)  =     47.17

(Assumption: . nested in LRTEST_0)              Prob > chi2 =    0.0000

There is significant interaction here between sex and ticket class when class is modeled as indicators. Model fit is significantly better when we include interaction terms than when we do not (p < .001).

. gen pclassxsex = pclass*sex 

Model 2

. logit dead pclass sex pclassxsex

Logit estimates                            Number of obs   =       1309

                                           LR chi2(3)      =     523.51

                                           Prob > chi2     =     0.0000

Log likelihood = -608.75743                Pseudo R2       =     0.3007

-----------------------------------------------------------------------

 dead |      Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval]

-------------+---------------------------------------------------------pclass |  .5027521   .1030477     4.88   0.000     .3007822    .7047219

 sex |  -5.792675   .6477298    -8.94   0.000    -7.062202   -4.523148 pclassxsex |1.33123  .2400671     5.55   0.000     .8607074    1.801753

_cons |   .3023071   .2405378     1.26   0.209    -.1691384    .7737526

The cross-product here is significant indicating that there is multiplicative interaction between sex and pclass when ticket class is modeled on an ordered scale.

We can use a likelihood ratio test to examine whether, in a model assuming interaction between ticket class and sex, it is adequate to assume the relationship between ticket class and death is linear.

Likelihood ratio test:

2*(-605.0249 – (-608.75743)) = 7.46506

. display chiprob(2, 7.46506)

.02393221

Based on this likelihood ratio test, the model that relates ticket class on an ordered scale to death does not provide an adequate fit as compared to using indicator variables (p = .02).

Question 14.5

Model 1

. logit bc pd ah fh [fweight=freq]

Iteration 0:   log likelihood = -560.68039

Iteration 1:   log likelihood = -554.59557

Iteration 2:   log likelihood = -536.31491

Iteration 3:   log likelihood = -535.56073

Iteration 4:   log likelihood = -535.55644

Iteration 5:   log likelihood = -535.55644

Logit estimates                            Number of obs   =       3303

                                           LR chi2(3)      =      50.25

                                           Prob > chi2     =     0.0000

Log likelihood = -535.55644                Pseudo R2       =     0.0448

-----------------------------------------------------------------------

   bc |      Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval]

-------------+---------------------------------------------------------

   pd |   .6604644   .2177289     3.03   0.002     .2337236    1.087205

   ah |   1.160879   .2303266     5.04   0.000     .7094474    1.612311

   fh |    .587868     .22945     2.56   0.010     .1381541    1.037582 _cons |  -3.846034   .1853826   -20.75   0.000    -4.209378   -3.482691

Model 1 indicates that proliferative breast disease, both with and without atypical hyperplasia, and family history of breast cancer are significant risk factors for breast cancer incidence.  Specifically, the risk of breast cancer for women with proliferative breast disease amongst those without atypical hyperplasia is approximately twice (e.66) that of women without proliferative breast disease, controlling for family history.  Amongst women with proliferative breast disease, those with atypical hyperplasia have approximately 3 times (e.1.16) the risk of breast cancer compared with women in this group without atypical hyperplasia.  Finally, the risk of breast cancer is 1.8 times (e.59) greater for women with a family history of breast cancer compared to those without, holding proliferative breast disease and atypical hyperplasia status constant.

To illustrate these conclusions in more detail, the log(OR) for breast cancer comparing women with proliferative breast disease and no atypical hyperplasia to those with no proliferative breast disease, holding family history constant, can be calculated as follows:

 log (p/1-p) = -3.85 + 0.66(1) + 1.16(0) + 0.59fh
-log (p/1-p) = -3.85 + 0.66(0) + 1.16(0) + 0.59fh

  log OR =                  0.66

The odds ratio is then e.66 or approximately 1.9.

The log odds ratio for breast cancer comparing women with and without atypical hyperplasia, amongst women with proliferative breast disease, holding family history constant, can be calculated as follows:

log (p/1-p) = -3.85 + 0.66(1) + 1.16(1) + 0.59fh
-log (p/1-p) = -3.85 + 0.66(1) + 1.16(0) + 0.59fh

  log OR =                                  1.16

The odds ratio is then e1.16 or approximately 3.2.

To assess whether or not there is multiplicative interaction between family history and proliferative breast disease and family history and atypical hyperplasia, consider model 2:

Model 2

. logit bc pd  ah fh pdxfh ahxfh [fweight=freq]

Logit estimates                            Number of obs   =       3303

                                           LR chi2(5)      =      52.03

                                           Prob > chi2     =     0.0000

Log likelihood = -534.66494                Pseudo R2       =     0.0464

-----------------------------------------------------------------------

   bc |      Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval]

-------------+---------------------------------------------------------

   pd |   .6480462   .2344113     2.76   0.006     .1886084    1.107484

   ah |    1.00188   .2699439     3.71   0.000     .4727995     1.53096

   fh |   .3185822   .5435926     0.59   0.558    -.7468397    1.384004

pdxfh |   .1162773   .6335456     0.18   0.854    -1.125449    1.358004

ahxfh |   .6579891   .5441969     1.21   0.227    -.4086172    1.724595

_cons |  -3.807485   .1945747   -19.57   0.000    -4.188845   -3.426126

. lrtest, saving(0)

. logit bc pd  ah fh [fweight=freq]

Iteration 0:   log likelihood = -560.68039

Iteration 1:   log likelihood = -554.59557

Iteration 2:   log likelihood = -536.31491

Iteration 3:   log likelihood = -535.56073

Iteration 4:   log likelihood = -535.55644

Iteration 5:   log likelihood = -535.55644

Logit estimates                         Number of obs   =       3303

                                        LR chi2(3)      =      50.25

                                        Prob > chi2     =     0.0000

Log likelihood = -535.55644             Pseudo R2       =     0.0448

-----------------------------------------------------------------------

   bc |      Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval]

-------------+---------------------------------------------------------

   pd |   .6604644   .2177289     3.03   0.002     .2337236    1.087205

   ah |   1.160879   .2303266     5.04   0.000     .7094474    1.612311

   fh |    .587868     .22945     2.56   0.010     .1381541    1.037582

_cons |  -3.846034   .1853826   -20.75   0.000    -4.209378   -3.482691

-----------------------------------------------------------------------

. lrtest

likelihood-ratio test                           LR chi2(2)  =      1.78

(Assumption: . nested in LRTEST_0)              Prob > chi2 =    0.4100

Based on a likelihood ratio test comparing model 2 to model 1, we can conclude that including the two interaction terms does not significantly improve model fit (p = .41), or there is no evidence of multiplicative interaction between family history of breast cancer and proliferative breast disease or atypical hyperplasia on the risk of breast cancer.  

Consideration of multiplicative interaction between proliferative breast disease and atypical hyperplasia would not make sense in the context of this problem.  Specifically, we are not interested in knowing whether the effect of atypical hyperplasia on breast cancer risk is different across women with and without proliferative breast disease because women without this condition cannot have atypical hyperplasia.  Further, we are not interested in knowing whether the effect of proliferative breast disease is different across women with and without atypical hyperplasia by the same logic (the effect of atypical hyperplasia is irrelevant for women with no proliferative breast disease).
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