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Operations Report Process Rules:
1. This report is meant for the internal self-management of IS and is not intended as a communication vehicle with customers.  The IS Customer Relationship Executive function will provide regular reporting and liaison with IS’ customer constituencies.

2. Enterprise Operations authors this report each month, working closely with the Office of the Executive Director of IS, and all IS Service Delivery Units.

3. Only significant customer-focused service disruptions and issues will be reported in the “SLA Disruptions and Issues” section; customer-focused project information is reported via Project Score Cards in the Project Accomplishments section of Operations Report B.

4. Only meaningful customer-focused metrics will be reported in the “SLA Metrics” section.

5. During the Operations Report Reviews each month, the Office of the Executive Director of IS will track and report on any follow-up items that emerge during the review discussion.  The same is true for any improvement initiative raised during the review process.

6. Important staffing issues and changes, especially those affecting other lines of business within IS, will be posted to the “Key Staffing Issues” table.

7. The “Security Control Items and Metrics” section provides visibility for risk management-related efforts and security metrics.
SLA DISRUPTIONS AND ISSUES
	MAJOR SLA DISRUPTIONS & ISSUES
	

	IS Service Delivery Unit Manager: 

IS Service Delivery Unit: 
	
	Manager and/or CRE:


	

	 October 2002 

SLA Disruptions/Issues
	Customer(s)
	Comments




	Media Services (CMS)

	· New installations - initial operation issues
	· Teaching Center
	· Some initial equipment failures (e.g., bad VHS deck in BK, unauthorized wiring changes in KA) corrected.  Faculty dissatisfaction with department-specific installations referred to Physical Plant or vendor as appropriate.

	
	
	


	MAJOR SLA DISRUPTIONS & ISSUES
	

	IS Service Delivery Unit Manager: 

IS Service Delivery Unit: 
	
	Manager and/or CRE:


	

	October 2002
SLA Disruptions/Issues
	Customer(s)
	Comments




	Administrative Application Services (AAS)

	· No major disruptions or issues reported for October.
	
	


	Enterprise Application Development Services (EADS)

	· No major disruptions or issues reported for October.
	
	


	Enterprise Application Technology Services (EATS)

	· 10/13: Scheduled  Outage
	· All Web and Domino customers,
	· DB2 FP 6 upgrades, EDM(TSM conversions, etc.

	· 10/7: Unscheduled eLDAP service outage (30 min.)
	· All Web customers.
	· eLDAP server had to be IPL’ed by Data Center.

	· 10/14: Unscheduled Domino server outage (2.5 hours).
	· Main Office and Branch Domino customers
	· Human error resulted in IP address being giving to another system.

	· 10/18: Unscheduled Domino server outage.
	· IS
	· Patch install required to resolve problem. Server outage during business hours for 15 minutes.


	EATS - continued
	
	

	· 10/30: Scheduled  Domino server outage
	· None, failover available.
	· Required to support SP to SUN migration.

	· 10/28 & 10/29: Unscheduled  Domino server outages
	· None, failover servers available.
	· Hardware problem, Data Center resolution.

	· LDAP Lookup Failures.
	· All Web Customers
	· Intermittent failures of ability to contact eLDAP service due to RAM leakage. Domino recycles required.

	· CPIP Failures.
	· All Web Customers
	· Intermittent failures of the CPIP connectors during the month.


	Enterprise Data and Database Services (EDDS)

	· No major disruptions or issues to report for October.
	
	


	Information Security

	· Scattered denial of service attacks Network domains.

· Significant increase in copyright infringement complaints.


	· All Network Users
	· Data Center reports implementing Radware controls against these attacks: LAND, smurf, ping of death, SYN, TCP scan, UDP scan, ping flood, plus 13 common attack signatures.
· Significant growth in infringement of video and computer games. Gnutella and Kazaa most frequent vectors for infringement. Rate of complaints quickly outstripping available resources for investigation. Copyright task force has been assembled, and will meet in January to review options for addressing this problem.


	MAJOR SLA DISRUPTIONS & ISSUES
	

	IS Service Delivery Unit Manager: 

IS Service Delivery Unit: 
	
	Manager and/or CRE:


	

	October 2002
SLA Disruptions/Issues
	Customer(s)
	Comments




	Network Services (NS)

	· October 3 – Building 1 outage
	· Building 1 Community only
	· Switch stack component failure.  Downtime – 30 min.

	· October 4 – Internet outage
	· Hoe Office Community only
	· Denial of Service attack originating in Building 7.  Downtime – 30 minutes

	· October 5 – Internet outage
	· Home Office and Branches Communities
	· Failed Backbone component.  Downtime – 4 hours.


	NS - continued
	
	

	· October 5 – Agencies 2 and 7 outage
	· Agency 2 and 7 personnel
	· Backbone switch blade to these buildings lost configuration.  Downtime – 36 hours.

	· October 7 – Home Office 4th floor switch failure
	· 3rd and 4th floor of Home Office only
	· Switch failure in the IDF on the 4th floor.  Component replaced.  Downtime – 3 hours.

	· October 10 – Agency 21 T1 service outage
	· Agency 21 only
	· T1 service went down.  Downtime – 30 minutes.

	· October 13 – Internet outage
	· Entire Community
	· ASP HSRP routing issue – 3 hours.

	· October 15 – Agency 4 outage
	· Agency 4 only
	· UPS failure.  Replaced.  Downtime – 1 hour and 15 minutes.

	· October 16 – Home Office switch failure
	· Up to 24 offices in Home Office
	· One switch failed.  Replaced.  Downtime – 15 hours.

	· October 22 – Home Office  4th floor outage
	· Home Office 4th floor community only.
	· Configuration error.  Downtime – 30 minutes.

	· October 25 – Home Office 3rd floor outage
	· Home office 3rd floor
	· UPS failure.  Replaced.  Downtime – 8 hours.

	· October 25 – Agency 12 outage
	· Agency 12 only
	· UPS failure.  Replaced.  Downtime – 8 hours.

	· October 25 – Agency 3 single switch outage
	· Up to 24 Agency 3 connections
	· UPS turned off.  Downtime - 91 hours.


	NT Systems Services (NT)

	· 10/4 Web Self Service Kiosks, Two Kiosks reporting Issues booting
	· Home Office Community
	· Service Failure on boot server was investigated and resolved  - Approximate Outage 1hr.

	· 10/10 Printing Disruption
	· Annuities, Home Office
	· The Print Spooler stopped processing new print queue requests.  The Queues were Stopped, Cleared and restarted.

	· 10/24 NT-NU-34
	· Home Office Community Shared drives
	· A local Disk contained in this server stopped working.  A reboot was performed in an attempt to recover the disk.  Disk replacement has been ordered.

	· 10/30 School of Law server crashed
	· Law Department
	· Law departmental Server crashed and was rebooted.  Event Logs turn up no evidence of offending service.


	Production Services (PS)

	· No major disruptions or issues reported for October.
	
	


	Telephone Services - (TS)

	· No major disruptions or issues reported for October.


	
	


	UNIX Systems Services (UNIX)

	· 10/07 PeopleSoft server crashed , was down from 8:30 AM to noon
	· The PeopleSoft Financials developers
	· There was a problem with the server’s memory.



	· 10/16 Annuities Server was not responding
	· Annuities Department
	· Rebooted system.

	· 10/23 backup was down from 11 AM to 6:25 PM
	· There were no users effected
	· The ODM got corrupted; this was caused by the power outage on 10/10.

	· 10/28  & 10/29 email server crashed 3 times during this time
	· mail failed over to backup server
	· Sun came in on 10/29 and replaced mother board and 1 CPU.

	· The following servers were retired during the month RJ005, XP007 – CJ0023
	· The mail services had been migrated to the new Sun environment 
	· n/a

	· Reminder: Banyan mail server will be shutdown on 12/1.
	
	· n/a


	MAJOR SLA DISRUPTIONS & ISSUES
	

	IS Service Delivery Unit Manager: 

IS Service Delivery Unit: 
	
	Manager and/or CRE:


	

	October 2002
SLA Disruptions/Issues
	Customer(s)
	Comments



	ResNet
	
	

	· October 5.  Switch component failure
	· Home Office
	· Outage 8:30 AM – NOON.

	· October 13.  Under investigation with Genuity
	· Home Office   
	· Outage form 12:45 PM – 3:45 PM.

	· October 15.  UPS failure  
	· Underwriting Department 
	· Total outage 1.5 hours.  6 PM – 7:30PM.

	· October 15 / October 16.  Switch malfunction
	· ½ of one floor of the Home Office 
	· Outage lasted 15 hours.  Approximate time period from 9 PM on 10/15 to Noon on 10/16.

	ISCS
	
	

	· 10/4 – Kiosks down
	· Agents
	· TT#79382 – 1 hr.

	· 10/5 – Internet down
	· Home Office
	· TT#79437 – 4 hours.

	· 10/7 – ABC network down
	· Accounting
	· TT#79492 – 20 min.

	· 10/7 – Can’t login to Web
	· Agents
	· TT#79514 – 1 hr.

	· 10/10 – Print server down
	· Accounting
	· TT#80271 – 15 min.

	· 10/17 – email down
	· Home Office and Agents
	· TT#81046 – sporadic all day.


	ISCS - continued
	
	

	· 10/18 – Can’t get into Web service
	· customers
	· TT#81222 – ½ hr.

	· 10/21 – Internet down due to denial of service
	· Home Office and Agents
	· TT#81443 – 25 min.

	· 10/22 – 403& 411 RI stacks down
	· IT Staff
	· TT#81593 – 45 min.

	· 10/30 – Ntslaw1 not available
	· Annuities
	· TT#82386 – 1.25 hours.

	· 10/1– 10/31
	· Home Office and Agents
	· There were approximately 140 denial of service tickets for the month of October – including all network customers.
· There were 7 response tickets created for the month of October. 


	NEW & SUNSETTED SERVICES – October 2002
	

	Accomplishment
	Party/Department Responsible
	Comments



	· Sunsetted VINES Relay mail routing.
	· Department A
	· Shutoff the Domino service that auto-forwarded any email addressed 

	· Retired SP based Domino HUB Servers.
	· Department B
	· Retired the Domino HUB servers located on the SP (migrated to SUN environment).

	· Retired SP based Web Mail servers.
	· Department B
	· Retired the Domino servers that supported the Web mail environment prior to the migration to SUN environment in Sept. 2002.

	· Archibus (Space Management System).
	· Department C
	· Converted from Sybase to SQL Server database on October 10th.

	· Websphere production database servers upgrade.
	· Department E
	· Upgraded to DB2 UDB fixpak6 on October 30th.


ISCS REMEDY REPORTS
TICKET AGING/TOTAL OPEN TICKETS IN REMEDY BY IS DEPARTMENT

As of October 31, 2002

	
	
	ISCS
	
	

	Ticket Aging
	< 7 Days
	7-30 Days
	30 +
	Pending

	Current Month
	28
	74
	39
	n/a

	Past Month
	46
	103
	6
	10

	
	
	
	
	

	
	
	ESS
	
	

	Ticket Aging
	< 7 Days
	7-30 Days
	30 +
	Pending

	Current Month
	13
	4
	2
	n/a

	Past Month
	31
	19
	0
	7

	
	
	
	
	

	
	
	EAMS
	
	

	Ticket Aging
	< 7 Days
	7-30 Days
	30 +
	Pending

	Current Month
	24
	53
	50
	n/a

	Past Month
	12
	32
	7
	2

	
	
	
	
	

	
	
	ATS
	
	

	Ticket Aging
	< 7 Days
	7-30 Days
	30 +
	Pending

	Current Month
	0
	0
	0
	0

	Past Month
	0
	0
	0
	0


Pending - a status that places the ticket on "hold" while awaiting a call back, a technology upgrade, etc.  This status is used when the ticket cannot be worked on due to circumstances that fall outside of the noted problem.  Tickets with a "pending" status are not reflected in the monthly aging report figures.

Note: The numbers represented by department/group reflect tickets that were last assigned to or were outstanding for a particular department/group.

ISCS REMEDY REPORT - continued
AVERAGE TIME TO CLOSE A TICKET ACCORDING TO PRIORITY CODES - SORTED BY IS DEPARTMENT

As of October 31, 2002
KEY:

	Code 0
	VIP Response

	Code 1
	Catastrophic

	Code 2
	Urgent

	Code 3
	Important

	Code 4
	Non-critical

	Code 5
	Other


	Unit 1
	Code 0
	Code 1
	Code 2
	Code 3
	Code 4
	Code 5

	Average Time (days) to Close
	n/a
	n/a
	n/a
	n/a
	n/a
	n/a

	Past Month
	1.84
	.52
	1.04
	3.04
	2.39
	2.29


	Unit 2
	Code 0
	Code 1
	Code 2
	Code 3
	Code 4
	Code 5

	Average Time (days) to Close
	n/a
	n/a
	n/a
	n/a
	n/a
	n/a

	Past Month
	n/a
	.41
	1.29
	5.79
	3.95
	10.69


	Unit 3
	Code 0
	Code 1
	Code 2
	Code 3
	Code 4
	Code 5

	Average Time (days) to Close
	n/a
	n/a
	n/a
	n/a
	n/a
	n/a

	Past Month
	n/a
	n/a
	.28
	9.45
	3.26
	7.10


	Unit 4
	Code 0
	Code 1
	Code 2
	Code 3
	Code 4
	Code 5

	Average Time (days) to Close
	n/a
	n/a
	n/a
	n/a
	n/a
	n/a

	Past Month
	n/a
	n/a
	n/a
	.02
	1.27
	.01


Note: The Average Time to Close is based on the entire length of the ticket from start to finish.
SLA METRICS 2001 - 2002

Customer Service Score: 1=not satisfactory; 2=somewhat satisfactory; 3=satisfactory; 4=somewhat exceeds expectations; 5=exceeds expectations

	
	OCT
	NOV
	DEC
	JAN
	FEB
	MAR
	APR
	MAY
	JUN
	JUL
	AUG
	SEP
	OCT

	Media Svcs.
	
	
	
	
	
	
	
	
	
	
	
	
	

	A/V Events
	
	
	
	
	
	
	
	
	
	
	
	117
	159

	Customer Service Score
	4.06
	3.90
	
	4.24
	4.63
	4.16
	4.37
	

	4.21
	
	
	4.19
	

	Network Services
	
	
	
	
	
	
	
	
	
	
	
	
	

	Tickets Closed
	188
	92
	166
	193
	135
	64
	167
	72
	93
	103
	77
	185
	204

	Tickets Remaining in System
	20
	20
	14
	25
	2
	7
	8
	2
	4
	5
	7
	15
	5

	Internet Availability
	100%
	
	99.4%
	100%
	100%
	100%
	99.27%
	100%
	100%
	99.94%
	98.51%
	100%
	98.96%

	Internet Response Time
	>10 ms
	
	10 ms
	11 ms
	11 ms
	11 ms
	10 ms
	11 ms
	11 ms
	  11 ms
	11 ms
	11 ms
	11 ms

	Net Availability
	
	
	
	
	99.98%
	99.97%
	99.54%
	99.94%
	99.92%
	99.59%
	98.51%
	99.80%
	98.80%

	Remote Availability
	100%
	
	99.89%
	100%
	100%
	100%
	98.58%
	99.93%
	97.78%
	94.4%
	94.99%
	100%
	99.93%

	Customer Service Score
	3.95
	3.86
	
	3.76
	3.77
	3.91
	4.09
	4.75
	3.75
	4.00
	4.33
	3.22
	*

	NT Systems Services
	
	
	
	
	
	
	
	
	
	
	
	
	

	Customer Service Score
	4.47
	3.95
	
	4.48
	
	4.09
	
	4.25
	3.57
	3.88
	4.75
	3.92
	*

	Telephone Services
	
	
	
	
	
	
	
	
	
	
	
	
	

	Phone Sets Installed
	28
	19
	15
	27
	22
	23
	14
	21
	16
	29
	29
	59
	36

	Extensions Installed
	116
	33
	21
	20
	24
	20
	13
	37
	20
	33
	46
	98
	52

	Repairs Requested
	46
	44
	29
	54
	30
	24
	37
	36
	51
	65
	41
	99
	64

	Repairs Completed
	43
	42
	27
	51
	28
	23
	33
	33
	46
	58
	36
	86
	60

	Voice Mail Adds/Changes
	
	
	
	
	
	
	
	34
	54
	51
	63
	233
	203

	Line Feature Adds/Changes
	
	
	
	
	
	
	
	68
	79
	148
	83
	212
	263

	Customer Service Score
	4.25
	
	
	4.59
	4.69
	4.59
	3.95
	
	4.23
	
	
	4.67
	


Key to Metrics reported by Network Services:
	Internet Availability = Sum total of Internet Service availability.  Scheduled outages are not shown.
	Internet Response Time = Average ping response time from a hoe office desktop to our Internet Service Provider.

	NUnet Availability = Weighted average for all network components and Internet service.
	Remote Campus Availability = Weighted average for  wide area network connections. 


SLA METRICS 2001 - 2002

Customer Service Score: 1=not satisfactory; 2=somewhat satisfactory; 3=satisfactory; 4=somewhat exceeds expectations; 5=exceeds expectations

	
	OCT
	NOV
	DEC
	JAN
	FEB
	MAR
	APR
	MAY
	JUN
	JUL
	AUG
	SEP
	OCT

	Domino Services
	
	
	
	
	
	
	
	
	
	
	
	
	

	Web Agent accounts created to date:
	
	
	
	
	18,178


	24,727


	26,201


	26,345
	26,715


	22,520


	22,706


	41,352
	41,842

	Web Agent accounts registered to date:
	
	
	
	
	9,750

(54%)
	10,228

(41%)
	10,381

(40%)
	13,549

(51%)
	15,322

(57%)
	15,576

(69%)
	15,868

(70%)
	25,042

(60%)
	25,516

(61%)

	Web Agent accounts forwarding out to another messaging system:
	
	
	
	
	486 (5%)


	510

(5%)
	576

(5%)
	777

(6%)
	943

(6%)
	1,054

(7%)
	1,117

(7%)
	n/a


	n/a



	Web Agent accounts forwarding to another NEU messaging system:
	
	
	
	
	77

(16%)
	79

(15%)
	82

(14%)
	104

(13%)
	118

(12%)
	128

(12%)
	134

(12%)
	n/a


	n/a



	Home Office accounts created to date:
	
	
	
	
	4,182


	4,209


	4,176


	4,215


	4,267


	4,216


	4,233


	n/a


	4,477



	Home Office accounts forwarding out to another messaging system:
	
	
	
	
	691

(16.5%)
	696

(16.5%)
	686

(16%)
	691

(16%)
	698

(16%)
	697

(16%)
	698

(16%)
	n/a


	700

(16%)

	Home Office accounts forwarding to another NEU messaging system:
	
	
	
	
	619

(89.5%)
	628

(90%)
	619

(90%)
	619

(90%)
	621

(89%)
	614

(88%)
	614

(88%)
	n/a


	611

(87%)

	Tickets Closed
	
	215
	49
	291
	172
	78
	108
	54
	63
	67
	104
	104
	166

	Tickets Remaining in System
	
	3
	22
	24
	13
	6
	9
	5
	2
	4
	0
	6
	21

	Customer Service Score
	4.59
	4.55
	
	3.95
	4.16
	3.91
	4.11
	4.25
	4.00
	4.90
	3.65
	3.28
	*


Key to Metrics reported by Enterprise Application Technology Services:
· The percentage of Web agent accounts registered to date is based on the number of Web agent accounts created to date.
· The percentage of Web agent accounts forwarding out to another messaging system is based on the number of Web agent accounts registered to date.
· The percentage of Web agent accounts forwarding to another enterprise messaging system is based on the number of Web agent accounts forwarding out to another messaging system.
· The percentage of Home Office accounts forwarding out to another messaging system is based on the number of Home Office accounts created to date.
· The percentage of Home Office accounts forwarding to another enterprise messaging system is based on the number of Home Office accounts forwarding out to another messaging system.
SLA METRICS 2001 - 2002

Customer Service Score: 1=not satisfactory; 2=somewhat satisfactory; 3=satisfactory; 4=somewhat exceeds expectations; 5=exceeds expectations
	
	OCT
	NOV
	DEC
	JAN
	FEB
	MAR
	APR
	MAY
	JUN
	JUL
	AUG
	SEP
	OCT

	ISCS
	
	
	
	
	
	
	
	
	
	
	
	
	

	Call Center Calls
	
	
	
	
	
	
	
	
	
	
	1,939
	2,525
	3,158

	Network Calls
	
	
	
	
	
	
	
	
	
	
	674
	2,241
	1,260

	Web Calls
	
	
	
	
	
	
	
	
	
	
	
	234
	169

	ASP Calls
	
	
	
	
	
	
	
	
	
	
	
	90
	83

	Chat Sessions
	
	
	
	
	
	
	
	
	
	
	
	53
	98

	Media Services
	
	
	
	
	
	
	
	
	
	
	
	365
	321

	Telephone Services
	
	
	
	
	
	
	
	
	
	
	
	35
	33

	Total Calls Received
	4,629
	2,843
	1,806
	3,239
	2,749
	2,343
	2,809
	2,199
	2,651
	2,193
	2,613
	5,543
	5,122

	Tickets Created
	2,995
	2,405
	1,043
	2,318
	1,592
	1,241
	1,596
	1,746
	3,068
	2,676
	2,467
	6,512
	4,118

	Tickets Closed
	3,067
	2,404
	1,125
	2,299
	1,635
	1,353
	1,589
	1,723
	3,084
	2,685
	2,494
	6,209
	3,811

	Incidents Escalated
	
	
	
	1,243
	865
	596
	388
	461
	612
	556
	446
	1,054
	982

	Tickets Remaining in System
	339
	286
	
	240
	165
	75
	156
	125
	94
	95
	63
	309
	287

	Customer Service Score
	3.70
	3.98
	
	4.01
	3.79
	4.23
	3.87
	4.36
	4.16
	3.71
	3.56
	4.24
	3.93

	ISCS - Training
	
	
	
	
	
	
	
	
	
	
	
	
	

	No. of Courses Offered
	17
	17
	3
	11
	13
	5
	8
	17
	6
	8
	9
	7
	20

	Seats Available
	484
	523
	132
	444
	277
	182
	324
	394
	265
	348
	276
	303
	784

	Seats Filled
	319
	409
	86
	270
	176
	88
	192
	187
	153
	188
	159
	249
	467

	Customer Completions
	231
	281
	65
	201
	113
	73
	135
	103
	111
	162
	131
	205
	348

	Customer Service Score
	3.97
	4.35
	
	4.30
	4.26
	4.47
	4.51
	4.52
	4.31
	4.33
	4.36
	4.13
	4.47


KEY STAFFING ISSUES – October 2002
Status Key: J=job description needed; HR=job description pending HR approval; P=job posted internally; P2=job posted externally; I=candidates being interviewed; H=candidate hired but not started.

	IS UNIT NAME
	STAFFING ISSUE
	IMPACT/ACTIONS-MITIGATION
	CURRENT STATUS
	PRIOR MONTH STATUS

	Unit 1
	Dir. Enterprise Application Development Services
	Position on Hold - anticipated posting date of November.


	N/A
	N/A

	Unit 1
	Data Integration Specialist
	
	I
	N/A

	Unit 2
	NT System Lead
	Candidate hired - expected start date 11/4/02.
	H
	I

	Unit 2
	Mgr. Enterprise Data Svcs.
	Position on Hold for approval.
	N/A
	N/A



	Unit 3
	Help Desk Specialist II
	Candidates currently being interviewed.
	I
	I



	Unit 3
	Help Desk Specialist II
	Candidates currently being interviewed.
	I
	N/A



	Unit 3
	Help Desk Specialist II
	Candidates currently being interviewed.
	I
	N/A



	Unit 3
	Help Desk Specialist II
	Candidates currently being interviewed.
	I
	N/A



	Unit 4
	AV Technician
	PCD being revised. 
	J
	J




STAFF SUMMARY – October 2002

Unit 1

    


   Unit 2                   



Unit 3
	
	
	
	
	
	

	
	October
	
	October
	
	October

	On-Board Employees
	40
	On-Board Employees
	62
	On-Board Employees
	23

	No. of Openings
	0
	No. of Openings
	3
	No. of Openings
	4

	Total Employees
	40
	Total Employees
	65
	Total Employees
	27

	Contractor FTE’s
	3
	Contractor FTE’s
	8
	Contractor FTE’s
	79

	GRAND TOTALS
	43
	GRAND TOTALS
	73
	GRAND TOTALS
	106


Unit 4


                        Unit 5



                        IS [TOTAL] ORGANIZATION

	
	
	
	
	
	

	
	October
	
	October
	
	October

	On-Board Employees
	11
	On-Board Employees
	11
	On-Board Employees*
	148

	No. of Openings
	1
	No. of Openings
	0
	No. of Openings
	8

	Total Employees
	12
	Total Employees
	11
	Total Employees*
	156

	Contractor FTE’s
	11
	Contractor FTE’s
	0
	Contractor FTE’s
	101

	GRAND TOTALS
	23
	GRAND TOTALS
	11
	GRAND TOTALS*
	257


SECURITY CONTROL ITEMS AND METRICS

Issued: 11/07/02

	Control Items (Active)

	Case Number (date of origin)

Description
	Contributors
	Actions Requested of contributors

	None
	
	


	Control Items (Resolved)

	None
	
	


	Metrics

	New AUP Cases

Hours

Closure percentage
	21
12
38.1%
	Security Awareness Training

YTD # trained from last reporting period…
+ # Trained this month…

= Total # trained since program inception…

Expected enrollment, next reporting period…
	368

  32
380
n/a
	

	New Security Cases

Hours

Closure percentage
	06
17
100 %
	Major Incidents (financial or reputational loss)

Criminal cases accepted for prosecution

Civil cases
	0
0

0
	

	New Risk Management Cases

Hours

Closure percentage
	21
23
66.7%
	Investigation hours, all cases, this reporting period

% Change in investigation hours from prior reporting period

YTD Hours Invested, all cases
	59
-66.1%

725
	[Previous year: 629 hours]
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