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Chapter 5 Sizing Communications Equipment and Line Facilities
Of the many problems associated with the acquisition of data communications networking devices, including LAN access controllers, multiplexers, and concentrators, one item often requiring resolution is the configuration or sizing of the device. The process of ensuring that the configuration of the selected device will provide a desired level of service is the foundation upon which the availability level of a network is built and, in may instances, is directly related to the number of dial-in lines connected to the device.


The appropriate sizing of LAN access controllers is an important consideration for a large number of organizations. Because LAN access controllers can be used by Internet Service Providers (ISPs) as a mechanism to provide dial access to the Internet, they represent one of the most commonly employed data communications devices used by ISPs. Because they also enable government agencies, academia, and private organizations to provide dial-in access to their LANs, the LAN access controller also represents a popular communications product used by non-service providers. Although the term 'LAN access controller' is commonly used by hardware manufacturers to denote a specialized product for enabling dial network users to access a LAN, another equivalent device the requires sizing is a 'remote access server.' Concerning the latter, remote access server support is included in the popular Windows NT and Windows 2000 operating system as 'remote access services,' or RAS. If you install RAS on a Windows NT or Windows 2000 server to enable employees or customers to access your server or LAN, you can use the information in this chapter to determine the number of dial-in modems and access lines to connect to your server.


The failure to provide a level of access acceptable to network users can result in a multitude of problems. First, a user encountering a busy signal might become discouraged, take a break, or do something other than redial a telephone number of a network access port. Such action obviously will result in a loss of user productivity. If network usage is in response to customer inquiries, a failure to certify a customer purchase, return, reservation, or other action in a timely manner could result in the loss of customers to a competitor. This is similar to the situation where a long queue in front of a bank teller can result in the loss of customer accounts if the unacceptable level of service persists.


In this chapter, we will focus our attention upon the application of telephone traffic formulas to the sizing of data communications equipment and line facilities. Although most telephone traffic formulas were developed during the 1920s,many are applicable to such common problems as determining the number of dial-in business and WATS lines required to service remote PC users as well as the number of ports or channels that should be installed in communications equipment connected to the dial-in lines. To obtain an appreciation of the sizing process, we will first examine several methods that can be used to size equipment and line facilities. This will be followed by a detailed examination of the application of telephone traffic sizing formulas to data communications. More formally referred to as traffic dimensioning formulas, in this chapter we will examine the application of the erlang B, erlang C and Poisson formulas to data communications equipment and facility sizing problems.

5.1 Sizing methods
There are many devices and line facilities that can be employed in a data communications network whose configuration or sizing problems are similar. Examples of line facilities include the number of dial-in local business and WATS lines required to be connected to telephone company rotaries, while examples of communications equipment sizing includes determining the number of channels on LAN access controllers, multiplexers, data concentrators and port selectors.

5.1.1 Experimental modeling
Basically, two methods can be used to configure the size of communications network devices. The first method, commonly known as experimental modeling, involves the selection of the device configuration based upon a mixture of previous experience and intuition. Normally, the configuration selected is less than the base capacity plus expansion capacity of the device. This enables the size of the device to be adjusted or upgraded without a major equipment modification if the initial sizing proved inaccurate. An example of experimental modeling is shown in Figure 5.1.

(Insert Figure 5.1 here.)

Caption: Figure 5.1 Experimental modeling. Experimental modeling results in the adjustment of a network configuration based upon previous experience and gut intuition. (a) Initial configuration. (b) Adjusted configuration.

A rack-mounted LAN access controller is shown in Figure 5.1a. Initially, the controller was obtained with five dual-port adapters to support 10 ports of simultaneous operation. Assuming the base unit can support eight dual-port adapters, if the network manager's previous experience or gut intuition proves wrong, the controller can be upgraded easily. This is shown in Figure 5.1b where the addition of three dual-port adapters permits the controller to support 16 ports in its adjusted configuration.


Assuming each controller port is connected to a modem and business line, experimental modeling, while often representing a practical solution to equipment sizing, can also be expensive. For example, if your organization began with the configuration shown in Figure 5.1b and adjusted the number of controller ports downward to that shown in Figure 5.1a, you would incur some cost for the extra modems and business lines, even if the manufacturer of the LAN access controller was willing to take back the port adapters you did not actually need. Thus, while experimental modeling is better than simply guessing, it can also result in the expenditure of funds for unnecessary hardware and communications facilities.

5.1.2 The scientific approach
The second method that can be employed to size network components ignores experience and intuition. This method is based upon acknowledge of data traffic and the scientific application of mathematical formulas to traffic data. Hence it is known as the scientific approach or method of equipment sizing. While some of the mathematics involved in determining equipment sizing can be come quite complex, a series of tables generated by the development of appropriate computer programs can be employed to reduce many sizing problems to one of a single table lookup process.


Although there are advantages and disadvantages to each method, the application of a scientific methodology to equipment sizing is a rigorously defined approach. Thus, there should be a much higher degree of confidence and accuracy of the configuration selected when this method is used. On the negative side, the use of a scientific method requires a firm knowledge or accurate estimate of the data traffic. Unfortunately, for some organizations, this may be difficult to obtain. In many cases, a combination of two techniques will provide an optimum situation. For such situations, sizing can be conducted using the scientific method with the understanding that the configuration selected may require adjustment under the experimental modeling concept. In the remainder of this chapter, we will focus our attention upon the application of the scientific methodology to equipment sizing problems.

5.2 Telephone terminology relationships
Most of the mathematics used for sizing data communications equipment evolved out of work originally performed to solve the sizing problems of telephone networks. From a discussion of a few basic telephone network terms and concepts, we will see the similarities between the sizing problems associated with data communications equipment and facilities and the structure of the telephone network. Building upon this foundation, we will learn how to apply the mathematical formulas developed for telephone network sizing to data communications network configurations. 


To study the relationship between telephone network communications component sizing problems, let us examine a portion of the telephone network and study the structure and calling problems of a small segment formed by two cities, each assumed to contain 1000 telephone subscribers.

5.2.1 Telephone network structure
The standard method of providing an interconnection between subscribers in a local area is to connect each subscriber's telephone to what is known as the local telephone company exchange. Other synonymous terms for the local telephone company exchange include the 'local exchange' and 'telephone company central office.' When one subscriber dials another connected to the same exchange, the subscriber's call is switched to the called party number through the switching facilities of the local exchange. If we assume each city has one local exchange, then all calls originating in that city and to a destination located within that city will be routed through one common exchange.


Since our network segment selected for analysis consists of two cities, we will have two telephone company exchanges, one located in each city. To provide a path between cities for intercity calling, a number of lines must be installed to link the exchanges in each city. The exchange in each city can act then as a switch, routing the local subscribers in each city to parties in the other city.

Trunks and dimensioning
As shown in the top part of Figure 5.2, a majority of telephone traffic in the network segment consisting of the two cities will be among the subscribers of each city. Although there will be telephone traffic between the subscribers in each city, it normally will be considerably less than the amount of local traffic in each city. The path between the two cities connecting their telephone offices is known as a trunk.

(Insert Figure 5.2 here.)

Caption: Figure 5.2 Telephone traffic sizing problems. Although most subscriber calls are routed locally through the local telephone company exchange or local switchboard to parties in the immediate area, some calls require access to trunks. The determination of the number of trunks required to provide an acceptable grade of service is known as line dimensioning and is critical for the effective operation of the facility.

One of the many problems in designing the telephone network is determining how many trunks should be installed between telephone company exchanges. A similar sizing problem occurs many times in each city at locations where private organizations desire to install switchboards. An example of the sizing problem with this type of equipment is illustrated in the lower portion of Figure 5.2. In effect, the switchboard functions as a small telephone exchange, routing calls carried over a number of trunks installed between the switchboard and the telephone company exchange to a larger number of subscriber lines connected to the switchboard. The determination of the number of trunks required to be installed between the telephone exchange and the switchboard is called dimensioning and is critical for the efficient operation of the facility. If insufficient trunks are available, company personnel will encounter an unacceptable number of busy signals when trying to place an outside telephone call. Once again, this will obviously affect productivity.


Returning to the intercity calling problem, consider some of the problems that can occur in dimensioning the number of trunks between central offices located in the two cities. Assume that based upon a previously conducted study it was determined that no more than 50 people would want to have simultaneous telephone conversations where the calling party was in one city and the called party in the other city. If 50 trunks were installed between cities and the number of intercity callers never exceeded 50, at any moment the probability of a subscriber completing a call to the distant city would always be unity, always guaranteeing success. Although the service cost of providing 50 trunks is obviously more than providing a less number of trunks, no subscriber would encounter a busy signal.


Since some subscribers might postpone or choose not to place a long distance call at a later time if a busy signal is encountered, a maximum level of service will produce a minimum level of lost revenue. If more than 50 subscribers tried to simultaneously call parties in the opposite city, some callers would encounter busy signals once all 50 trunks were in use. Under such circumstances, the level of service would be such that not all subscribers are guaranteed access to the long distance trunks and the probability of making a long distance call would be less than unity. Likewise, since the level of service is less than that required to provide all callers with access to the long distance trunks, the service cost is less than the service cost associated with providing users with a probability of unity in accessing trunks. Similarly, as the probability of successfully accessing the long distance trunk decreases, the amount of lost revenue or customer waiting costs will increase. Based upon the preceding, a decision model factoring into consideration the level of service versus expected cost can be constructed as shown in Figure 5.3.

(Insert Figure 5.3 here.)

Caption: Figure 5.3 Using a decision model to determine the optimum level of service. The location where the total cost is minimal represents the optimum level of service one should provide.
The decision model
For the decision model illustrated in Figure 5.3, suppose the optimum number of trunks required to link the two cities is 40. The subscriber line-to-trunk ratio for this case would be 1000 lines to 40 trunks, for a 25:1 ratio.


To correctly dimension the optimum number of trunks linking the two cities requires an understanding both of economics as well as subscriber traffic. In dimensioning the number of trunks, a certain trade-off will result that relates the number of trunks or level of service to the cost of providing that service and the revenue lost by not having enough trunks to satisfy the condition when a maximum number of subscribers in one city dial subscribers in another. To determine the appropriate level of service, a decision model as illustrated in Figure 5.3 is required. Here, the probability of a subscriber successfully accessing a trunk corresponds to the level of service provided. As more trunks are added, the probability of access increases as well as the cost of providing such access. Correspondingly, the waiting cost of the subscriber or the revenue loss to the telephone company decreases as the level of service increases, where the total cost represents the combination of service cost and waiting cost. The point where the cost is minimal represents the optimal number of trunks or level of service that should be provided to link the two cities.


From a LAN access perspective a similar decision model can be constructed. However, instead of focusing upon accessing trunks our concern would be oriented towards providing access to a LAN via the switched telephone network. If the number of ports, modems, and business lines equals the number of employees or subscribers of the organization, nobody would experience a busy signal; however, the cost of providing this level of capacity would be very high, and during a portion of the day most of its capacity would more than likely be unused. As we reduce the number of ports, modems, and dial-in lines, the level of service decreases and eventually employee or subscriber waiting time results in either lost productivity or lost revenue. Thus, from a LAN access perspective you would also seek to determine an optimum level of service.

5.3 Traffic measurements
Telephone activity can be defined by the calling rate and the holding time, which is the duration of the call. The calling rate is the number of times a particular route or path is used per unit time period, while the holding time is the duration of the call on the route or path. Two other terms that warrant attention are the offered traffic and the carried traffic. The offered traffic is the volume of traffic routed to a particular telephone exchange during a predetermined time period, while the carried traffic is the volume of traffic actually transmitted through the exchange to its destination during a predetermined period of time.

5.3.1 The busy hour
The key factor required to dimension a traffic path is knowledge of the traffic intensity during the time period known as the busy hour (BH). Although traffic varies by day and time of day, and is generally random, it follows a certain consistency one can identify. In general, traffic peaks prior to lunch time and then rebuilds to a second daily peak in the afternoon. The busiest one-hour period of the day is known as the busy hour. It is the busy hour traffic level that is employed in dimensioning telephone exchanges and transmission routes since one wants to size the exchange or route with respect to its busiest period.

It is important to note that the busy hour can vary considerably between organizations. For example, an Internet Service Provider might experience its heaviest traffic between 7 and 8 p.m. once subscribers return home from work, digest their supper, and then attempt to go online. In comparison, a government agency would more than likely have its busy hour occur during the day.


Telephone traffic can be defined as the product of the calling rate per hour and the average holding time per call. This measurement can be expressed mathematically as:



T = C x D

Where:


C = calling rate per hour


D = average duration per call


Using the above formula, traffic can be expressed in call-minutes (CM) or call-hours (CH), where a call-hour is the quantity represented by one or more calls having an aggregate duration of one hour.


If the calling rate during the busy hour of a particular day is 500 and the average duration of each call is 10 minutes, the traffic flow or intensity would be 500 x 10, or 5000 CM, which would be equivalent to 5000/60, or approximately 83.3 CH.

5.3.2 Erlangs and call-seconds
The preferred unit of measurement in telephone traffic analysis is the erlang, named after A.K. Erlang, a Danish mathematician. The erlang is a dimensionless unit in comparison to the previously discussed call-minutes and call-hours. It represents the occupancy of a circuit where one erlang of traffic intensity on one traffic circuit represents a continuous occupancy of that circuit.


A second term often used to represent traffic intensity is the call-second (CS). The quantity represented by 100 call-seconds is known as 1 CCS. Here the first C represents the quantity 100 and comes from the French term 'cent.' Assuming a one-hour unit interval, the previously discussed terms can be related to the erlang as follows:



1 erlang = 60 call-minutes = 36 CCS = 3600 CS


If a group of 20 trunks were measured and a call intensity of 10 erlangs determined over the group, then we would expect on-half of all trunks to be busy at the time of the measurement. Similarly, a traffic intensity of 600 CM or 360 CCS offered to the 20 trunks would warrant the same conclusion. Table 5.1 is a traffic conversion table that will facilitate the conversion of erlangs to CCS and vice versa. Since the use of many dimensioning tables is based upon traffic intensity in erlangs or CCS, the conversion of such terms frequently is required in the process of sizing facilities.

(Insert Table 5.1 here.)

Caption: Table 5.1 Traffic Conversion Table.

To illustrate the applicability of traffic measurements to a typical communications network configuration, assume your organization has a 10-position rotary connected to a LAN access controller. Further assume that you measured the number of calls and holding time per call during a one-hour period and determined the traffic distribution to be that illustrated in Figure 5.4. Note that the total holding time is 266 minutes, or 4.43 hours. Thus, the average traffic intensity during this one-hour period is 4.43/1 or 4.43 erlangs.

(Insert Figure 5.4 here.)

Caption: Figure 5.4 Traffic distribution example.

During the busy hour illustrated in Figure 5.4, a total of 45 calls resulted in a cumulative holding time of 266 minutes. Thus, the average holding time per call is 266/45, or 5.91 minutes, which is equivalent to 0.0985 hours. Multiply the average holding time (0.0985 hours) per call by the number of calls (45) results in the average traffic intensity of 4.43 erlangs. Note that this tells us that if we know the average holding time and the number of calls, we can easily determine the traffic intensity. The previously noted relationship between the average traffic intensity (E) and the holding times on each rotary position (Hi) during time period (T) can be expressed mathematically as follows:




n




( Hi


E = i=1




      T

Substituting the data contained in Figure 5.4 we obtain for the one-hour period:



E = 266 = call-minutes, or 4.43 CH




1

The average call holding time or average call duration (D) can be expressed in terms of the total holding time (( Hi) and the number of calls (c) as:
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Since ( Hi = C x D and as we previously noted, E = ( Hi/T, we can express the traffic intensity (E) in terms of the number of calls, average call duration, and time period. Doing so we obtain:



E = C x D



 T

Using the data contained in Figure 5.4, we can compute the traffic intensity in erlangs as follows using a call duration expressed in minutes:



E = 45 x 5.91 = 4.43 erlangs




  60

To find the traffic intensity when call duration is expressed in hours, our substitution would become:



E = 45 x 5.91/60 = 4.43 erlangs





1

As indicated, knowledge of the average call duration and number of calls permits the computation of traffic intensity. Since many types of network management systems as well as access controllers, multiplexers, and computer systems collect statistics to include the number of calls and call duration, it is often possible to obtain traffic intensity information. Even when you cannot obtain such information directly, it is often possible to obtain information indirectly. As an example, consider a 10-position rotary connected to modems that in turn are connected to ports on a LAN access controller. If the telephone company cannot provide the required information and your organization lacks monitoring equipment, the statistics you require may be obtainable from the access controller.

5.3.3 Grade of service
One important concept in the dimensioning process is what is known as the grade of service. To understand this concept, let us return to our intercity calling example illustrated in Figure 5.2, again assuming 50 trunks are used to connect the telephone exchanges in each city. If a subscriber attempts to originate a call from one city to the other when all trunks are in use, that call is said to be blocked. Based upon mathematical formulas, the probability of a call being blocked can be computed given the traffic intensity and number of available trunks. The concept of determining the probability of blockage can be adapted easily to the sizing of data communications equipment.


From a logical analysis of traffic intensity, it follows that if a call were to be blocked, such blockage would occur during the busy hours since that is the period when the largest amount of activity occurs. Thus, telephone exchange capacity is engineered to service a portion of the busy hour traffic, the exact amount of service being dependent upon economics as well as the political process of determining the level of service one desires to provide to customers.


You could over-dimension the route between cities and provide a trunk for every subscriber. This would insure that a lost call could never occur and would be equivalent to providing a dial-in line for every terminal in a network. Since a 1:1 subscriber-to-trunk ratio is not economical and will result in most trunks being idle a large portion of the day, we can expect a lesser number of trunks between cities than subscribers. As the number of trunks decreases and the subscriber-to-trunk ratio correspondingly increases, we can intuitively expect some sizings to result in some call blockage. We can specify the number of calls we are willing to have blocked during the busy hour. This specification is known as the grade of service and represents the probability (P) of having a call blocked. If we specify a grade of service of 0.05 between the cities, we require a sufficient number of trunks so that only one call in ever 20, or five calls in every 100, will be blocked during the busy hour.

5.3.4 Route dimensioning parameters
To determine the number of trunks required to service a particular route you can consider the use of several formulas. Each formula's utilization depends upon the call arrival and holding time distribution, the number of traffic sources, and the handling of lost or blocked calls. Regardless of the formula employed, the resulting computation will provide you with the probability of call blockage or grade of service based upon a given number of trunks and level of traffic intensity.


Concerning the number of traffic sources, you can consider the calling population as infinite or finite. If calls occur from a large subscriber population and subscribers tend to redial if blockage is encountered, the calling population can be considered as infinite. The consideration of an infinite traffic source results in the probability of a call arrival becoming constant and does not make the call dependent upon the state of traffic in the system The two most commonly employed traffic dimensioning equations are both based upon an infinite calling population.


Concerning the handling of lost calls, such calls can be considered cleared, delayed, or held. When such calls are considered held, it is assumed that the telephone subscriber, upon encountering a busy signal, immediately redials the desired party. The lost call-delayed concept assumes each subscriber is placed in a waiting mechanism for service and forms the basis for queuing analysis. Since we can assume a service or non-service condition, we can disregard the lost call-delayed concept unless access to a network resource occurs through a data PBX or port selector that has queuing capability.

5.3.5 Traffic dimensioning formulas
The principal traffic dimensioning formula used in North America is based upon the lost call concept and is commonly known as the Poisson formula. In Europe, traffic formulas are based upon the assumption that a subscriber encountering a busy signal will hang up the telephone and wait a certain amount of time prior to redialing. The erlang B formula is based upon this lost call-cleared concept.

5.4 The erlang traffic formula

The most commonly used telephone traffic dimensioning equation is the erlang B formula. This formula is predominantly used outside the North American continent. In addition to assuming that data traffic originates from an infinite number of sources, this formula is based upon the lost call-cleared concept. This assumption is equivalent to stating that traffic offered to but not carried by one or more trunks vanishes and this is the key difference between this formula and the Poisson formula. The latter formula assumes that lost calls are held, and it is used for telephone dimensioning mainly in North America. Since data communications system users can be characterized by either the lost call-cleared or lost call-held concept, both traffic formulas and their application to data networks will be covered in this chapter.


If E is used to denote the traffic intensity in erlangs and T represents the number of trunks, channels, or ports designed to support the traffic, the probability P(T,E) represents the probability that T trunks are busy when a traffic intensity of E erlangs is offered to those trunks. The probability is equivalent to specifying a grade of service and can be expressed by the erlang traffic formula as follows:
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where:



T! = T x (T - 1)x(T - 2) … 3 x 2 x 1

and



0! = 1

A list of factorials and their values is presented in Table 5.2 to assist the readers in computing specific grades of service based upon a given traffic intensity and trunk quantity.

(Insert Table 5.2 here.)

Caption: Table 5.2 Factorial values.

To illustrate the use of the erlang traffic formula, assume that a traffic intensity of 3 erlangs is offered to a three-position rotary. The grade of service is calculated as follows:
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This means that on the average during the busy hour 34.6 out of every 100 calls will encounter a busy signal and for most organizations will represent an undesirable grade of service.

5.4.1. Computing lost traffic
Based upon the computed grade of service, we can compute the traffic lost during the busy hour. Here the traffic lost (e) is the traffic intensity multiplied by the grade of service. Thus, the traffic lost by position 3 is:



e3 = E x P(3,3) = 3 x 0.345 = 1.038 erlangs


Now, let us assume the rotary is expanded to four positions. The grade of service then becomes:
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This expansion improves the grade of service so that approximately on in five calls now receives a busy signal during the busy hour. The traffic lost by position four now becomes:



e4 = E x P(4,3) = 3 x 0.2061 = 0.6183 erlangs


Note that the traffic carried by the fourth position is equal to the difference between the traffic lost by the three-position rotary and the traffic lost by the four-position rotary. That is:



Traffic carried by position 4=1.038-0.6183=0.4197 erlangs


Based upon the preceding, we can calculate both the traffic carried and the traffic lost by each position of an n-position rotary. The results of the traffic computations are obtainable once we know the number of positions on the rotary and the traffic intensity offered to the rotary group. As noted before, the traffic lost by position n(en) can be expressed in terms of the grade of service and traffic intensity as follows:



en = E x P(Tn,E)

Substituting the preceding in the erlang formula gives:
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where en is the traffic lost by the nth position on the rotary.


Since the traffic carried by any rotary position is the difference between the traffic offered to the position and the traffic lost by the position, we can easily compute the traffic carried by each rotary position. To do so, let us proceed as follows.


Let en-1 equal the traffic lost by position n-1.


Then, en-1 becomes the traffic that is offered to position n on the rotary. Thus, the traffic carried by position n is equivalent to en-1 - en. In the case of the first rotary position on a four-position rotary the traffic lost becomes:
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Then, the traffic carried by the first rotary position is the difference between the traffic intensity offered to the rotary group (E) and the traffic lost by the first position. That is, if TCn is the traffic carried by position n, then:



TC1 = E - e1 = E -   E2  =   E_
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For the second rotary position traffic lost by that position is:
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Then, the traffic carried by the second position on the rotary is e1 - e2 or:



e1 - e2 = __E2   -      E2____
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We can continue this process to compute both the traffic carried as well as the traffic lost by each rotary position. Table 5.3 summarizes the formulas used to obtain the traffic lost and traffic carried for each position of a four-position rotary group.

(Insert Table 5.3 here.)

Caption: Table 5.3 Traffic lost and traffic carried by rotary position.
5.4.2 Traffic analysis program
To assist readers in performing the computations required to determine the grade of service and traffic distribution over each port on a rotary group, a program was developed using the Microsoft QuickBasic compiler. Figure 5.5 contains the listing of the traffic analysis program that can be used to analyze rotaries containing up to 60 positions. For rotaries beyond 60 positions the program can be altered; however, execution time will considerably increase. This program is contained on the file TRAFFIC.BAS in the directory BASIC at the Web address previously referenced in this book.

(Insert Figure 5.5 here.)

Caption: Figure 5.5 Traffic analyzer program listing.

For readers not familiar with the Microsoft Basic compiler, several entries in the program listing contained in Figure 5.5 may warrant an explanation. Due to this, we will examine the program listing to provide all readers with a firm understanding of statements that may be different from the basic interpreter or compiler they are using, as well as to obtain a better understanding of the logical construction of the program.


The $DYNAMIC statement in the second program line allocates memory to arrays as required. The FACTORIAL# statement allocates 61 elements (0 through 60) for the array that will contain the values of factorial 0 through factorial 60. Note that the variable suffix # (hash sign) is used in Microsoft Basic to denote a double precision variable. Similar to FACTORIAL#, TL# and TC# are arrays that are used to hold the double precision values of traffic lost and traffic carried by each port.


After the traffic intensity in erlangs (assigned to the variable E#) and the number of ports (assigned to the variable PORT) are entered, the program branches to the subroutine beginning at statement number 100. This subroutine computes the values of factorial 0 through the number assigned to PORT and stores those factorial values in the array FACTORIAL#.


After computing the factorial values, the program computes the grade of service using the equations previously described in this chapter. Similarly, the traffic lost and carried by each port is computed by computerizing the previously described equations to Basic language statements.


To illustrate the equivalency of a grade of service (stored in the variable GOS#) to 1 in N calls obtaining a busy signal GOS# is first divided into 1. Next, 0.5 is added to the result to raise its value to the next highest number prior to taking the integer value of the computation. This is necessary since the INT function rounds down the result obtained by dividing GOS# into unity.


The result of the execution of the traffic analyzer program using a traffic intensity of 3 erlangs being presented to a four-position 4 rotary is contained in Figure 5.6. Note that the grade of service is 0.2061, which is approximately equivalent to one in five calls receiving a busy signal.

(Insert Figure 5.6 here.)

Caption: Figure 5.6 Traffic analyzer program execution.

Through the use of the traffic analyzer program you can vary the traffic intensity and/or the number of ports on the rotary group to study the resulting traffic distribution and grade of service. To illustrate this, assume you want to analyze the effect of increasing the rotary group to five positions. Here you could simply rerun the traffic analyzer program as illustrated in Figure 5.7. Note that when the rotary group is expanded to five positions, the grade of service is approximately equivalent to one in nine calls receiving a busy signal. In addition, you can use multiple executions of the traffic analyzer program to determine the change in the traffic lost by the last port in a port grouping as you increase or decrease the number of ports to service a given traffic intensity. In comparing the executions of the program displayed in Figure 5.6 and 5.7, note that an increase in the number of ports form three to five decreased the traffic lost by the last port from 0.61832 to 0.33016 erlangs. Thus, you can use this program as a 'devil's advocate' to determine 'what if' information without having to actually install or remove equipment and perform the line measurements normally associated with sizing such equipment.

(Insert Figure 5.7 here.)

Caption: Figure 5.7 Analyzing the effect of port expansion.
5.4.3 Traffic capacity planning
There are three methods by which the erlang distribution equation can be used for capacity planning purposes. The first method as previously illustrated uses the erlang distribution equation to compute a grade of service based upon a defined traffic intensity and number of ports or channels. Using the value of the computed grade of service you can then accept it or alter the traffic intensity and/or number of ports to obtain a desired grade of service.


A second method by which the erlang formula can be used is to determine the amount of traffic that can be serviced by a given number of ports or channels to provide a predefined grade of service. Using the erlang formula in this manner involves a trial and error process since different traffic intensity values must be substituted into the formula to determine if it results in the desired grade of service. Since this process can be quite laborious, a computer program was developed to generate a table of traffic intensities that can be service by a varying number of ports or channels to provide predefined grades of service.


Figure 5.8 contains a program listing of a Traffic Capacity Planner Program, which was also developed using the Microsoft QuickBasic Compiler. You will find this program on the file CAPACITY.BAS in the directory BASIC at the Web URL previously mentioned in this book. This program computes and displays the traffic intensity that can be offered to 1 to 40 ports to obtain 0.01, 0.02, 0.04, and 0.08 grades of service you can easily vary both the grads of service and/or number of ports.

(Insert Figure 5.8 here.)

Caption: Figure 5.8 Traffic capacity planner program.

To vary the grades of service the DATA statement should be changed. To increase the number of ports the variable MAXPORT's value of 40 should be changed. When the number of grades of service and/or number of ports are increased, the DIM E#(4,40) statement should be increased to reflect the revised number of grades of service and/or ports for which the traffic intensity is to be computed. If the number of ports increases beyond 60, you should both increase the size of the FACTORIAL#(60) array as well as have patience as the computations become lengthy. A word of caution is in order for readers that may require an expansion of the size of arrays. If the total number of elements in your program will exceed 64K, you must use the /AH option when invoking Microsoft's QuickBasic compiler. The reader is referred to Microsoft's QuickBasic manual for information concerning the use of the /AH option.


The modifications required to change the program to compute the traffic supported by 1 to 44 ports or channels for grades of service ranging from 0.01 to 0.55 or 1 in 100 to 55 in 100 calls receiving a busy signal in increments of 0.005 are contained in Figure 5.9. This illustration contains the revised Traffic Capacity Planner Program listing that readers can compare to the program listing contained in Figure 5.8 to denote the use of two addition FOR-NEXT statements that permit the use of only one DATA statement.

(Insert Figure 5.9 here.)

Caption: Figure 5.9 Revised traffic planner capacity program.

To speed up the computations of the trial and error procedure, the program was written to increment or decrement trials by one-half of the previously used value. When the grade of service and the computed grade of service differ by less than 0.0005 a match is considered to have occurred and the traffic intensity used to compute the grade of service is placed into the E# array.


Figure 5.10 illustrates the output produced from the execution of the Capacity Planner Program that was listed in Figure 5.8. In examining the traffic support by grade of service, you will note that a large group of ports is more efficient with respect to their traffic capacity support for a given grade of service than small groups of ports. Similarly, a small reduction in the number of ports from a large group of ports has a much more pronounced effect upon traffic capacity support than a similar reduction in the number of ports from a smaller group of ports. To illustrate the preceding consider the 0.01 grade of service. Four groups of 10 ports support a total traffic intensity of 17.684 (4.471 x 4) erlangs. In comparison, one 40-port group supports a total of 28.877 erlangs. Based upon this, it is more than efficient to have one large rotary group than several smaller rotary groups, and readers may wish to consider this important concept of equipment sizing prior to breaking rotary or port groups into subgroups designed to service individual groups of end-users. This concept also explains whey it would be better to have one rotary group connected to V.90 modems operating at 56 Kbps that can also service end-user 33.6 Kbps transmission requirements than separate rotary groups.

(Insert Figure 5.10 here.)

Caption: Figure 5.10 Capacity planner program execution.
5.4.4 Traffic tables
A third method by which the erlang formula can be used is through the generation of a series of tables that indicate grades of service based upon specific traffic loads and a given number of ports or channels. Once again, a computer program was developed to facilitate the required computations.


Figure 5.11contains the Microsoft QuickBasic program listing of a program that was written to compute a table of grades of service based upon a given traffic intensity and port or channel size using the erlang distribution. This program is stored on the file ERLANG.BAS under the BASIC directory at the Web URL previously indicated in this book.

(Insert Figure 5.11 here.)

Caption: Figure 5.11 Program to generate table of grades of service using the erlang distribution.

The execution of the ERLANG.BAS program results in the generation of a data file named ERLANG.DAT that contains the grades of service for traffic intensities ranging from 0.5 to 40 erlangs for groups of up to 60 ports or channels. This program, like other programs developed to assist in traffic computations, can be easily modified to obtain grades of service for a different range of traffic intensities or larger number of ports or channels. A comprehensive table is contained on the file ERLANG.DAT at the indicated Web URL. This table lists grades of service based upon traffic intensities up to 77.5 erlangs in increments of 0.5 erlangs. Since the data file is in ASCII format, you can use any data processor capable of reading ASCII files to manipulate the entries to meet their specific requirements or they can use the DOS redirect feature to print the file. Concerning the latter, you can enter the DOS command



TYPE ERLANG.DAT > LPT1:

to direct the contents of the file ERLANG.DAT to your printer. These tables can be used to reduce many sizing problems to a simple lookup procedure to determine equipment and/or facility size once the concepts involved in the use of the tables are understood. Thus, we will next focus our attention upon the use of traffic tables and their use in the equipment sizing process.


In examining the program listing contained in Figure 5.11, note that although the program was written to store output on a file, the program can be easily modified to direct output to a printer. This can be accomplished by removing the statement OPEN "D:ERLANG.DAT" FOR OUTPUT AS #1 and changing all PRINT #1 entries to LPRINT.


Extracts from the execution of the ERLANG.BAS program are listed in Table 5.4. While the use of the erlang B formula is normally employed for telephone dimensioning, it can be easily adapted to sizing data communications equipment. As an example of the use of Table 5.4 consider the following situation. Suppose one desires to provide customers with a grade of service of 0.1 when the specific traffic intensity is 7.5 erlangs. From Table 5.4 10 channels or trunks would be required since the use of the table requires one to interpolate and round to the highest port or channel. Thus, if it was desired to offer a 0.01 grade of service when the traffic intensity was 7 erlangs, you could read down the 7.0 erlang column and determine that between 13 and 14 channels are required. Since you cannot install a fraction of a trunk or channel, 24 channels would be required as we round to the highest channel number.

(Insert Table 5.4 here.)

Caption: Table 5.4 Erlang B distribution extracts.
Access controller sizing
In applying the erlang B formula to access controller sizing, an analogy can be made between telephone network trunks and controller ports. Let us assume that a survey of users in a geographic area indicated that during the busy hour normally six personal computer users would be active. This would represent a traffic intensity of 6 erlangs. Suppose we wish to size the access controller to insure that at most only one out of every 100 calls to the device encounters a busy signal. Then our desired grade of service becomes 0.01. From Table 5.4, the 6 erlang column indicates that to obtain a 0.01136 grade of service would require 12 channels or ports, while a 0.00522 grade of service would result if the device had 13 channels. Based upon the preceding data, the access controller would be configured for 13 channels as illustrated in Figure 5.12.

(Insert Figure 5.12 here.)

Caption: Figure 5.12 Access controller sizing. Based upon a busy hour traffic intensity of 6 erlangs, 13 dial-in lines, modems, and access controller ports would be required to provide a 0.01 grade of service.

From a practical consideration, the erlang B formula assumption that lost calls are cleared and traffic not carried vanishes can be interpreted as traffic over-flowing one dial-in port is switched to the next port on the telephone company rotary as each dial-in port becomes busy. Thus, traffic overflowing dial-in port n is offered to port n + 1 and the traffic lost by the nth dial-in port, en, is the total traffic offered to the entire group of dial-in ports multiplied by the probability that all dial-in ports are busy. Thus,



en = E x P(Tn,E)

where E is the traffic intensity in erlangs and n the number of ports or channels. For the first dial-in port, when n is 1, the proportion of traffic blocked becomes:



e1 = __E__




1 + E

For the second dial-in port, the proportion of traffic lost by that port becomes:



e2 =       E2/2!________



1 + (E1/1!)+(E2/2!)

In general, the proportion of traffic lost by the nth port can be expressed as:



En =        En/n!_______ _



1 + (E1/1!)+…+(En/n!)


From the preceding we note that we can analyze the traffic lost by each port on the access controller in the same manner as our previous discussion concerning the computation of lost traffic. In fact, the formulas contained in Table 5.4 for traffic lost and traffic carried by rotary position are applicable to each rotary position on the access controller. To verify this, let us reduce the complexity of calculations by analyzing the data traffic carried by a group of four dial-in ports connected to a four-channel access controller when a traffic intensity of 3 erlangs is offered to the group.


For the first dial-in port, the proportion of lost traffic becomes:



P1 =   3   = 0.75




1 + 3

The proportion of lost traffic on the first port multiplied by the offered traffic provides the actual amount of lost traffic on port 1. Thus, 



e1 + P1 x E =   E   x E =   E2   = 2.25 erlangs





   1 + E        1 + E


The total traffic carried on the first access controller port is the difference between the total traffic offered to that port and the traffic that overflows or is lost to the first port. Thus, the total traffic carried by port 1 is:



3 - 2.25 = 0.75 erlangs


Since we consider the rotary as a device that will pass traffic lost from port 1 to the remaining ports, we can compute the traffic lost by the second port in a similar manner. Substituting in the formula to determine the proportion of traffic lost, we obtain for the second port:



P2 =         E2/2!       = 0.5294




1 + (E1/1!)+(E2/2!)

The amount of traffic lost by the second port, e2, becomes:



e2 - P2 x E = 0.5294 x 3 = 1.588 erlangs

The traffic carried by the second port is the difference between the traffic lost by the first port and the traffic lost by the second port, thus:



e1 - e2 = 2.25 - 1.588 = 0662 erlangs


A summary of individual port traffic statistics is presented in Table 5.5 for the four-port access controller based upon a traffic intensity of 3 erlangs offered to the device. Note that the computation results contained in Table 5.5 are within a small fraction of the results computed by the traffic analyzer program execution displayed in Figure 5.6. The differences between the two can be attributed to the accuracy of the author's hand calculator versus the use of double precision in the program developed by the author. From Table 5.5, the traffic carried by all four ports totaled 2.3817 erlangs. Since 3 erlangs were offered to the access controller ports, then 0.6183 erlangs were lost. The proportion of traffic lost to the group of 4 ports is e4/E or 0.6183/3, which is 0.2061. If you examine the ERLANG.DAT file, at the column for a traffic intensity of 3 erlangs and a row of four channels you will note a similar 0.2061 grade of service. These calculations become extremely important from a financial standpoint if a table lookup results in a device dimensioning that requires an access controller expansion nest to be obtained to service one or only a few ports. Under such circumstances, you may wish to analyze a few of the individual high-order ports to see what the effect of the omission of one or more of those ports will have upon the system.

(Insert Table 5.5 here.)

Caption: Table 5.5 Individual port traffic statistics.

If data tables are available, the previous individual calculations are greatly simplified. From such tables the grade of service for channels 1 through 4 with a traffic intensity of 3 erlangs is the proportion of traffic lost to each port. Thus, if tables are available, you only have to multiply the grade of service by the traffic intensity to determine the traffic lost to each port.

5.5 The Poisson formula
The number of arrivals per unit time at a service location can vary randomly according to one or many probability distributions. The Poisson distribution is a discrete probability distribution since it relates to the number of arrivals per unit time. The general model or formula for this probability distribution is given by the following equation:



P(r) = e-n(r)r



    r!

where:


r = number of arrivals


p(r) = probability of arrivals


n = mean of arrival rate


e = base of natural logarithms (2.71828)


r! = r factorial = r x (r - 1)x(r - 2). . .3 x 2 x 1


The Poisson distribution corresponds to the assumption of random arrivals since each arrival is assumed to be independent of other arrivals and also independent of the state of the system. One interesting characteristic of the Poisson distribution is that its mean is equal to its variance. This means that by specifying the mean of the distribution, the entire distribution is specified.

5.5.1 Access controller sizing
As an example of the application of the Poisson distribution, let us consider an access controller where user calls arrive at a rate of two per unit period of time. From the Poisson formula, we obtain:



P(r) = 2.71828 - 2 x 2r




   r!

Substituting the values 0, 1, 2, . . ., 9 for r, we obtain the probability of arrivals listed in Table 5.6, rounding to four decimal places. The probability of arrivals in excess of nine per unit period of time can be computed but is a very small value and was thus eliminated from consideration.

(Insert Table 5.6 here.)

Caption: Table 5.6 Poisson distribution arrival (rate of two per unit time.

The probability of the arrival rate being less than or equal to some specific number, n, is the sum of the probabilities of the arrival rate being 0, 1, 2, . . ., n. This can be expressed mathematically as follows:



P(r(n)=P(R=0)+P(r=1)+P(r=2)+. . .+P(r=n)

This can be expressed in sigma notation (the mathematical shorthand for expressing 'sums' of numbers) as:




    n



P(r(n) = (  e-n x nr



   r=0    r!


To determine the probability of four or fewer arrivals per unit period of time we obtain:




    4



P(r(n) = (  [(e-22r)/r!]



   r=0



P(r(4) = P(r=0) + P(r=1) + P(r=2) + P(r=3) + P(r=4)




  = 0.1358 + 0.2707 + 0.2707 + 0.1804 + 0.0902




  = 0.9478


From the preceding, almost 95% of the time four or fewer calls will arrive at the access controller at the same time, given an arrival rate or traffic intensity of 2. The probability that a number of calls in excess of four arrives during the period is equal to 1 minus the probability of four or fewer calls arriving, which is the grade of service. Thus, the grade of service when a traffic intensity of 2 erlangs is offered to four ports is:



P(r>4) = 1 - P(r<4) = 1 - 0.9478 = 0.0522


If four calls arrive and are being processed, any additional calls are lost and cannot be handled by the access controller. The probability of this occurring is 0.522 for a four-channel access controller, given a traffic intensity of 2 erlangs. In general, when E erlangs of traffic are offered to a service area containing n channels, the probability that the service area will fail to handle the traffic is given by the equation:




    n



P(r(n) = (    e-e x Er



  r=n+1     r!


Although commonly known as the Poisson traffic formula, the preceding equation is also known as the Molina equation after the American who first applied it to traffic theory. Since the number of channels or ports is always finite, it is often easier to compute the probability that the number of channels cannot support the traffic intensity in terms of their support. This is because the probability of support plus the probability of not supporting a given traffic intensity must equal unity. Thus, we can rewrite the Molina or Poisson traffic formula as:




    n



P(r(n) = (  e-E x Er



   r=0    r!


To facilitate equipment and facility sizing using the Poisson traffic formula, another program was written in Microsoft QuickBasic. Figure 5.13 contains the program listing of the file labeled POISSON.BAS, which is contained at the referenced Web address. This program generates a data file labeled POISSON.DAT which contains a table of grades of service for traffic intensities ranging from 0.5 to 80 erlangs when lost calls are assumed to be held and thus follow the Poisson distribution. Both files are located in the directory BASIC at the Web address mentioned in this book.

(Insert Figure 5.13 here.)

Caption: Figure 5.13 POISSON.BAS program listing.

To execute the POISSON.BAT program using Microsoft's QuickBasic, you must execute that compiler using its /AH option. That option allows dynamic arrays to exceed 64 K.


If you require the generation of a smaller set of tables or wish to alter the increments of traffic in erlangs, both modifications can be easily accomplished. Altering the number of tables requires changing the size of the E# and B# arrays, the statements FOR 1=5 to 800 STEP 5, E#=I/10 and the statement I=1 TO 160 STEP 5. The FOR I=5 TO 800 STEP 5 statement controls the number of different traffic loads that will be computed. Since E# is set to I divided by 10, the program listing computes traffic from 0.5 to 80 erlangs in increments of 0.5 erlangs. Thus, you can change the FOR statement or the statement E#=I/10 or both to alter the number of traffic loads and their values. Lastly, you must alter the statement I=1 TO 160 STEP 5 if you change the previously referenced FOR statement. This is because the FOR I=1 TO STEP 160 STEP 5 statement controls the printing of output. As included in the POISSON.BAS listing the FOR I=1 TO 160 STEP 5 statement results in the printing of 32 pages with five entries per page.


Similar to ERLANG.DAT, the file POISSON.DAT is available for downloading in the directory BASIC at the previously indicated Web URL. This file is in ASCII format and can be directed to your printer by the command TYPE POISSON.DAT>LPT1: or it can be imported into a word processor that is capable of reading ASCII files. The POISSON.DAT file contains grade of service computations based upon a traffic intensity of 0.5 to 80 erlangs in increments of 0.5 erlangs.

5.5.2 Formula comparison and utilization
In order to contrast the difference between erlang B and Poisson formulas, let us return to the LAN access controller examples, previously considered. When 6 erlangs of traffic are offered and it is desired that the grade of service should be 0.01, 13 channels are required when the erlang B formula is employed. If the Poisson formula is used, an excerpt of one of the tables produced by executing the POISSON.BAS program would appear as indicated in Table 5.7. By using this table a grade of service of 0.01 for a traffic intensity of 6 erlangs results in a required channel capacity somewhere between 9 and 10. Rounding to the next highest number results in a requirement for 10 channels. Now let us compare what happens at a higher traffic intensity. For a traffic intensity of 10 erlangs and the same 0.01 grade of service, you will note that 19 channels will be required when the erlang B formula is used. If the Poisson formula is used you will note that a 0.01 grade of service based upon 10 erlangs of traffic requires between 18 and 19 channels. Rounding to the next highest channel results in the Poisson formula providing the same value as provided through the use of the erlang B formula.

(Insert Table 5.7 here.)

Caption: Poisson distribution extracts.

In general, the Poisson formula produces a more conservative sizing at lower traffic intensities than the erlang B formula. At higher traffic intensities the results are reversed. The selection of the appropriate formula depends upon how one visualizes the calling pattern of users of the communications network.

5.5.3 Economic constraints
In the previous dimensioning exercises, the number of ports or channels selected was based upon a defined level of grade of service. Although we want to size equipment to have a high efficiency and keep network users happy, we must also consider the economics of dimensioning. One method that can be used for economic analysis is the assignment of a dollar value to each erlang-hour of traffic.


For a company such as an Internet Service Provider, the assignment of a dollar value to each erlang-hour of traffic may be a simple matter. Here the average revenue per one-hour session could be computed and used as the dollar value assigned to each erlang-hour of traffic. For other organizations, the average hourly usage of employees waiting service could be employed.


As an example of the economics involved in sizing, let us assume lost calls are held, resulting in traffic following a Poisson distribution, and that 7.5 erlangs of traffic can be expected during the busy hour. Let us suppose we desire initially to offer a 0.02 grade of service. From the extract of the execution of the Poisson distribution program presented in Table 5.6, between 14 and 15 channels would be required. Rounding to the highest number, 15 channels would be selected to provide the desired 0.02 grade of service, which is equivalent to one call in 50 obtaining a busy signal.


LAN access controllers normally consist of a base unit which contains a number of channels or ports and an expansion chassis into which dual-port adapter cards are normally inserted to expand the capacity of the controller. Many times you may desire to compare the potential revenue loss in comparison to expanding the access controller beyond a certain capacity. As an example of this consider the data in Table 5.7, which indicates that when the traffic intensity is 5.5 erlangs, a 12-channel access controller would provide an equivalent grade of service. This means that during the busy hour, 2 erlangs of traffic would be lost and the network designer could then compare the cost of three additional ports on the access controller and additional modems and dial-in lines - if access to the access controller is over the switched network - to the loss of revenue by not being able to service the busy hour traffic.

5.6 Applying the equipment sizing process
Many methods are available for end-users to obtain data traffic statistics required for sizing communications equipment. Two of the most commonly used methods are based upon user surveys and computer accounting information.


End-user surveys normally require each user to estimate the number of originated calls to a network access point for average and peak traffic situations as well as the call duration in minutes or fractions of an hour, on a daily basis. By accumulating the traffic data for a group of users in a particular geographic are you then can obtain the traffic that the access controller will be required to support.


Suppose a new application is under consideration at a geographic area currently not served by a firm's data communications network. For this application, 10 PCs with the anticipated data traffic denoted in Table 5.8 are to be installed at five small offices in the greater metropolitan area of a city. If each PC user will dial a centrally located LAN access controller, how many dial-in lines, auto-answer modems, and access controller ports are required to provide users with a 98% probability of accessing the network upon dialing the LAN access controller? What would happen if a 90% probability of access were acceptable?

(Insert Table 5.8 here.)

Caption: Table 5.8 PC traffic survey.
For the 10 PCs listed in Table 5.8, the average daily and peak daily traffic are easily computed. These figures can be obtained through multiplying the number of calls originated each day by the call duration and summing the values for the appropriate average and peak periods. Doing so, you obtain 480 minutes of average daily traffic and 1200 minutes of peak traffic. Dividing those numbers by 60 results in 8 erlangs average daily traffic and 20 erlangs peak daily traffic.


Prior to sizing, some additional knowledge and assumptions concerning PC traffic will be necessary. First, from the data contained in most survey forms, information containing busy hour traffic is non-existent, although such information is critical for equipment sizing. Although survey forms can be tailored to obtain the number of calls and call duration by specific time intervals, for most users the completion of such precise estimates is a guess at best.


Busy hour traffic can normally be estimated accurately from historical or computer billing and accounting type data, or from the use of a network management system that logs usage data. Suppose that the use of one of those sources shows a busy hour traffic equal to twice the average daily traffic based upon an 8-hour normal operational shift. Then the traffic would be (8/8) x 2 or 2 erlangs, while the busy hour peak traffic would be (20/8) x 2 or 5 erlangs.


The next process in the sizing procedure is to determine the appropriate sizing formula to apply to the problem. If we assume that users encountering a busy signal will tend to redial the telephone numbers associated with the access controller, the Poisson formula will be applicable. From Table 5.9 the 7.0-erlang traffic column shows a 0.01656 probability (1.65%) of al channels busy for a device containing six channels, 0.05265 for five channels, and 0.14288 for four channels. Thus, to obtain a 98% probability of access based upon the daily average traffic would require six channels, while a 90% probability of access would require five channels.

(Insert Table 5.9 here.)

Caption: Table 5.9 Poisson distribution program extract.

If we want to size the equipment based upon the daily peak traffic load, how would sizing differ? We now would use a 5-erlang traffic column contained in the sizing tables. From the table, 11 channels would provide a 0.01369 probability (1.37%) of encountering a busy signal, while 10 channels would provide a 0.03182 probability. To obtain a 98% probability of access statistically would require 11 channels. Since there are only 10 terminals, logic would override statistics and 10 channels or one channel per personal computer would suffice. It should be noted that the statistical approach is based upon a level of traffic that can be generated from an infinite number of computers. Thus, you must also use logic and recognize the limits of the statistical approach when sizing equipment. Since a 0.06809 probability of encountering a busy signal is associated with nine channels and a 0.13337 probability with eight channels, nine channels would be required to obtain a 90% probability of access.


In Table 5.10 the sizing required for average and peak daily traffic is listed for both 90% and 98% probability of obtaining access. Note that the difference between supporting the average and peak traffic loads is four channels for both the 90% and 98% probability of access scenarios, even though peak traffic is 2-1/2 times average traffic.

(Insert Table 5.10 here.)

Caption: Table 5.10 Channel requirements summary.

The last process in the sizing procedure is to determine the number of channels and associated equipment to install. Whether to support the average or peak load will depend upon the critical nature of the application, funds availability, how often peak daily traffic can be expected, and perhaps organizational politics. If peak traffic occurs once per month, we could normally size equipment for the average daily traffic expected. If peak traffic was expected to occur twice each day, we would normally size equipment based upon peak traffic. Traffic between these extremes may require that the final step in the sizing procedure be one of human judgement, incorporating knowledge of economics, and the application into the decision process.

