Errata for Statistical Methods for Spatial Data Analysis by Oliver Schabenberger and Carol A. Gotway.  

Many thanks to Victor De Oliveira for his extensive editorial comments on chapters 1, 2, 4, and 5. 

Thanks also to Noel Cressie for questioning the estimator of ρ for the SAR model on p. 337.

Thanks to Pierre Dutilleul for pointing out a mistake in the formula for the spectral density of a process with spherical covariance function in Table 4.4

Chapter 1:

Note: Line numbers in errata notes do not count displayed equations.

Page 13, Figure 1.7.  Vaisala Inc. has requested that we remove Del Hildebrand’s name from the data source and figure caption.  The figure caption should read Figure 1.7  Locations of lightning strikes within approximately 200 miles of the east coast of the U.S. between April 17 and April 20, 2003.  Data courtesy of Vaisala, Inc., Tucson, AZ.

Page 16, 17: In the formulas for Zobs the denominator should show the standard deviation of M2, not the variance (take the square root).

Page 22, last sentence before Section 1.7. The word means in the should be mean so the sentence should read Values separated in space may appear dissimilar if the mean of the random field changes.  

Page 23, 2nd sentence above equation (1.l6). The word estimate should be changed to compute so the sentence should read Then compute the Moran or Geary statistic of the residuals…
Page 23, first full sentence after equation (1.16). I* should be Moran’s I, so the sentence should read The mean of Moran’s I based on OLS residuals is no longer –(n-1)-1.

p. 30, last sentence.  The word is should be replaced with are so the sentence should read The properties of these estimators, their respective merits and demerits, and their utility for describing and modeling geostatistical data are explored in detail in Chapter 4.

Page 31, line 14 from the bottom.  In this equation, the limit exists, so lim inf should simply be lim.
Page 33, second set of equations.  The minimum should be taken over both λ and m.  

Page 35, line 8 from the bottom.  The phrase possible estimator should be possible linear estimator, so the sentence should read “When you estimate μ in the autoregressive model by (1.29), the correlations are not ignored, the best possible linear estimator is being used.” 

Page 36, line 3 from the bottom.  The word data should be removed, so the sentence should read An important message that you can glean from these computations is that the most efficient estimator when data are (positively) correlated can be (much) more variable than the most efficient estimator for independent data.
Page 39, Problem 1.14  U(t) are also assumed to be iid.
Chapter 2:

Page 46, first line.  The word isotropy should be anisotropy, so the sentence should read Under geometric anisotropy, the variance of the process is the same in all directions, but the strength of the spatial autocorrelation is not.  

Page 46, line 6 from the bottom.  The word statistic should be plural so the sentence should read The assumption of Gaussian (i.e., Normal) distributed data is made commonly in the analysis of random samples in classical statistics. 

Page 51, 

Page 57, line 16 from the bottom.  The word is should be are so the sentence should read The second-order properties of the random field are explicit in the variance-covariance matrix….
Page 58, equation (2.13).  In the rightmost equation, s-v should be s+v.  We also need to assume K(u) = K(-u).

Page 59. Lemma 2.1: The hypothesis should be that X(s) is white noise with mean μx and variance σ2x.

Page 65, equation above equation (2.22).  The second condition of the truncated process should be if s>S or s<-S.  So the equation should be 
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Page 66, line 10 from the bottom. h(w) should be s(w) so the sentence should read Taking expected values and the limit in (2.25) establishes the relationship between s(w) and C(h).

Chapter 3:

Page 92, Table 3.1. The X2 statistic for the clustered process is not correct. Instead of X2 = 37.5 it should read X2 = 45.9

Chapter 4:

Page 139, lines 17 and 18 from the bottom. S(s) should be U(s) and e(s) should be υ(s), so the sentence should read Matérn (1986, p. 12) calls U(s) the continuous component and υ(s) the chaotic component in the decomposition. 

Page 142, 4th line from the top. d < 3 should be d ≤ 3.
Page 146, 2nd equation.  The the lower limit of the integral should be h/α.
Page 147, line 8 from the bottom.  dF(ω) should be dH(ω). 

Page 151, line 16 from the top.  B should be a d x d matrix so Bm x d should be Bd x d. 

Page 153, 6th line after equation (4.24).  The word are should be is so the sentence should read If the number of pairs is smaller, lags are grouped…..

Page 156, Figure 4.6.  The figure includes too many points.  The correct figure is given below.

[image: image2.emf]Y-Coordinate (ft)

0

50

100

150

200

250

300

X-Coordinate (ft)

200 300 400 500 600 700


Page 164, last paragraph. The bold notation for the lag distance is techically correct, but confusing. You can replace hij = ||si – sj|| with hij or remove the norm notation from the coordinate difference, hij = si – sj.

Page 166, last equation. Β should be changed to μ so that φ(β, θ, Z(s)) becomes φ(μ, θ, Z(s)).

Page 168, line 14 from the bottom.  β should be changed to μ so the sentence reads In ML estimation μ was profiled out of the log likelihood….

Page 169, line 14 from the bottom. The extra “)” after W should be deleted.  
Page 176, line 4 above Table 4.2. An unwanted “.” after the word estimates should be removed.

Page 199, Table 4.4. The spectral density s() shown for the spherical model is that of the tent model. The entry in column s() for the spherical model should read 
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The formula shown previously, namely, 
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is not quite correct. The multiplication in the numerator of the second term should be an addition and the term leading term in the second trigonometric term should be . See, for example, Ababou, R., Bagtzoglou, A.C., and Wood, E.F. (1994, Mathematical Geology, Vol. 26, No. 1, pp. 99—133).

Chapter 5:

Page 205, first displayed matrix. The entry in the first row, first column should be a 0, not a 1.

Page 217, 2nd equation. Z(s) should be Z(s0).
Page 226, equation (5.13).  The minimum should be taken over both λ and m.

Page 229, line 6 from the bottom.  The prediction location should be [20,20].

Page 233, 3rd equation. The covariance should be Cov[ε(si), ε(sj)].

Page 239, line 4 after Figure 5.4. β0 should be β.

Page 251, line 4 of Example 5.8. The coordinates for s1 are [0,0], not [0,4].

Page 288, equations (5.78).  The two“/”s in the denominator may be confusing.  Youc an write the equations more clearly as 
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Page 292, first sentence of Section 5.8.  The word only should be deleted so the sentence reads We showed in §5.1 and §5.2 that it was possible to determine the best predictor when the data follow a multivariate Gaussian distribution.

Page 297. A Chapter problem was left off. It is a problem on kernel estimation referred to in line 12 on page 240. Here it is.

Problem 5.13. The table below shows 31 observations of two variables, a response variable y and a regressor variable x. 

(i) Prepare a scatter plot of these data and suggest a regression to model the relationship between y and x.

(ii) Obtain the ordinary least squares fit of your model of choice and of a simple linear regression.

(iii) Compute predicted values for a localized simple linear regression model, where the weights are given by the Gaussian kernel function (page 240) with bandwidths  = 0.1, 0.25, 0.5, 1, 2, and 5. How would you choose the value of ?

	(x, y)
	(x, y)
	(x, y)
	(x, y)
	(x, y)
	(x, y)

	3.03    0.03
	3.10   -0.20
	3.23   -0.44
	3.34    0.48
	3.42   -0.79
	3.51   -0.35

	3.62   -0.21
	3.72   -1.02
	3.80   -1.49
	3.91   -1.78
	4.04   -0.43
	4.15   -0.91

	4.23   -1.33
	4.32   -1.41
	4.44   -1.14
	4.53   -1.67
	4.65   -1.36
	4.73   -0.96

	4.85   -1.15
	4.92   -1.27
	5.02   -0.37
	5.12   -1.25
	5.24   -0.96
	5 .31  - 0.44

	5.44   -2.08
	5.51   -0.68
	5.63   -1.23
	5.72   -0.82
	5.81   -0.51
	5.92   -0.45

	6.01   -0.40
	
	
	
	
	


Note: you need to write a routine that fits 31 weighted regressions, one for each prediction point (assuming that you predict at the observed values of x). A SAS® data step for this problem is among the files on the web site.

Chapter 6:  

Page 337, line 10 from the top.  The sentence beginning with Ord (1975) suggested the use of a modified least squares estimator….should be Based on the work of Ord (1975) and Cliff and Ord (1981, p. 160), Haining (1990, p. 130) suggested the use of a modified least squares estimator….

Page 378, Table 6.5 The entries in the table are slightly off and the nugget and and CAR variance estimates change places. The corrected table is as follows:

	Effect
	Estimate
	Std. Error
	t-value
	p-value

	Intercept (0)
	-2.1472
	0.1796
	-11.95
	< 0.00001

	Median Value (1)
	-0.7532
	0.2471
	-3.05
	0.0014

	Poverty (2)
	0.5856
	1.4417
	0.40
	0.6574

	20
	0.0000
	
	
	

	21
	6.2497
	
	
	

	
	0.0992
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